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Abstract

T HIS thesis addresses the issues of multi-sensor image systems and its surveillance

applications. The advanced surveillance systems incorporate multiple imaging

modalities for an improved and more reliable performance under various conditions. The

so-called image fusion technique plays an important role to process multi-modal images.

The use of image fusion techniques has been found in a wide range of applications. The

fusion operation is to integrate features from multiple inputs into the fused result.

The image fusion process consists of four basic steps, i.e. preprocessing, registration,

fusion, and post-processing or evaluation. This thesis focuses on the last three topics. The

first topic is the image registration or alignment, which is to associate corresponding pixels

in multiple images to the same physical point in the scene. The registration of infrared and

electro-optic video sequences is investigated in this study. The initial registration param-

eters are derived from the match of head top points across the consecutive video frames.

Further refinement is implemented with the maximum mutual information approach. In-

stead of doing the foreground detection, the frame difference, from which the head top

point is detected, is found with an image structural similarity measurement.

The second topic is the implementation of pixel-level fusion. In this study, a modified

fusion algorithm is proposed to achieve context enhancement through fusing infrared and

visual images or video sequences. Current available solutions include adaptive enhance-

ment and direct pixel-level fusion. However, the adaptive enhancement algorithm should
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be tuned to the specific images manually and the performance may not always satisfy the

application. Direct fusion of infrared and visual images does combine the features ex-

hibiting in different ranges of electromagnetic spectrum, but such features are not optimal

to human perception. Motivated by the adaptive enhancement, a modified fusion scheme

is proposed. The visual image is first enhanced with the corresponding infrared image.

Then, the enhanced image is fused with the visual image again to highlight the background

features. This achieves a context enhancement most suitable for human perception.

As the application of multi-sensor concealed weapon detection (CWD) is concerned,

this thesis clarifies the requirements and concepts for CWD. How the CWD application

can benefit from multi-sensor fusion is identified and a framework of multi-sensor CWD

is proposed. A solution to synthesize a composite image from infrared and visual image is

presented with experimental results. The synthesized image, on one hand provides both the

information of personal identification and the suspicious region of concealed weapons; on

the other hand implements the privacy protection, which appears to be an important aspect

of the CWD process.

The third topic is about the fusion performance assessment. So far a number of fusion

algorithms have been and are being proposed. However, there is not such a solution to

objectively assess those fusion algorithms based on how the features are fused together. In

this study, the evaluation metrics are developed for reference-based assessment and blind

assessment respectively. An absolute measurement of image features, namely phase con-

gruency, is employed.

This thesis only addresses a limited number of closely related issues regarding to the

multi-sensor imaging systems. It is definitely worth further investigations on these topics

as discussed in the conclusion of this thesis. In addition, future work should include the

reliability and optimization study of multiple image sensors from applications’ and human

perception-related perspectives. This thesis could be a contribution to such research.
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Chapter 1

Introduction

1.1 Motivation and Objective

W ITH the development of imaging sensors, it is possible for heterogeneous im-

age modalities to perform across different wavebands of the electromagnetic

spectrum [2, 4]. The information acquired from these wavebands can be combined with

a so-called image fusion technique, in which an enhanced single view of a scene with ex-

tended information content is achieved as the final result. The application of image fusion

techniques can be found in a wide range of applications including multi-focus imagery,

concealed weapon detection (CWD), intelligent robots, surveillance systems, medical di-

agnosis, remote sensing, non-destructive testing (NDT), etc.[5, 6, 7, 8, 9, 10, 11, 12, 13,

14, 15, 16].

All the possible electromagnetic radiation consists of the electromagnetic spectrum as

shown in Figure 1.1(a) and corresponding wavelengths are listed in Table 1.1. The wave-

length of the visible light ranges approximately from 390 nm to 770 nm. After the visible

light comes the infrared (IR), which ranges from 770 nm to 1 mm and is further divided

1
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into five parts, e.g. near IR, short IR, mid-wave IR, long-wave IR, and far IR.

(a) The whole electromagnetic spectrum.

Figure 1.1: The electromagnetic spectrum [2].

Table 1.1: The electromagnetic wavelength table [1]

.

Electromagnetic Wave Wavelength λ(µm)
Cosmic Rays λ < 10−7

Gamma Rays 10−4 > λ > 10−8

X-Rays 0.1 > λ > 10−7

UV 0.39 > λ > 0.01
Visible Light 0.77 > λ > 0.39
IR 103 > λ > 0.77
Microwave 106 > λ > 103

TV and Radio Wave 1011 > λ > 106

Electric Power λ > 1010



1.1 : Motivation and Objective 3

Objects having temperature more than 0K (−273.15◦)can generally emit infrared ra-

diation across a spectrum of wavelengths. The intensity of an object’s emitted IR energy

is proportion to its temperature. The emitted energy measured as the target’s emissivity,

which is the ratio between the emitted energy and the incident energy, indicates an object’s

temperature. At any given temperature and wavelength, there is a maximum amount of

radiation that any surface can emit. If a surface emits this maximum amount of radiation,

it is known as a blackbody. Planck’s law for blackbody defines the radiation as [17]:

Iλ,b (λ, T ) =
2hc2

λ5

1

e
hc

λkT − 1
(1.1)

where I (λ, T ) is the spectral radiance or energy per unit time, surface area, solid angle,

and wavelength (Uit: W m2 µm−1 sr−1). The meaning of each symbol in above equation

is listed below [18]:

λ : wavelength (meter)

T : Temperature (kelvin)

h : Planck′s constant (joule/hertz)

c : speed of light (meter/second)

k : Boltzmann′s constant (joule/kelvin)

Usually, objects are not blackbodies. According to Kirchhoff’s law, there is R + ε = 1,

where ε is the emissivity and R is the reflectivity. Emissivity is used to quantify the energy-

emitting characteristics of different materials and surfaces. The emitted energy of an object

reaches the IR sensor and is converted into an electrical signal. This signal can be fur-

ther converted into a temperature value based on the sensor’s calibration equation and the
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object’s emissivity. The signal can be displayed and presented to the end users. Thus, ther-

mography can “see in the night” without an infrared illumination. The amount of radiation

increases with temperature; therefore, the variations in temperature can be identified by

thermal imaging. The IR cameras can generally be categorized into two types: cooled in-

frared detectors and uncooled infrared detectors. They can detect the difference in infrared

radiation with insufficient illumination or even in total darkness. The use of thermal vi-

sion techniques can be found in numerous applications such as military, law enforcement,

surveillance, navigation, security, and wildlife observation [19]. The IR image can provide

an enhanced spectral range that is imperceptible to human beings and contribute to the con-

trast between objects of high temperature variance and the environment. Compared with a

visual image, the IR image is represented with a different intensity map. The same scene

exhibits different features existing in different electromagnetic spectrum bands.

The purpose of this study is to investigate how the information captured by multiple

imaging systems can be combined to achieve an improved understanding or awareness of

the situation. This thesis will focus on the registration and fusion of IR and visual images

in surveillance applications and the the fusion performance assessment issue.

1.1.1 The Statement of Problems

The procedure of fusing multi-modal images is depicted in Figure 1.2. There are basically

four major steps, i.e. pre-processing, registration, fusion, and post-processing. In the pre-

processing stage, a filtering operation can be applied to remove the noises introduced during

the image acquisition process. The registration is to align corresponding pixels associated

with the same physical points in the real world1. Then, the registered images are combined

with the fusion algorithms, which can be implemented at three different levels, i.e. pixel

1We assume that the images have been temporally synchronized.
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level, feature level, and symbol level. The fused result can be presented to the end user

or for further analysis, depending on the requirements of the application. The question is

“what is the most appropriate solution to a specific application?”.

Figure 1.2: The procedure for multi-modal image fusion.

Obtaining a fused result does not come to the end of the fusion process. Another chal-

lenge is the assessment of the fused result. Again, this is a typically application-dependent

issue. The question could be “what is expected from the fusion output?” and “what is the

metric to assess the fusion result?”. If there is a perfect reference, the fused image can be

compared with this reference directly. However, this is not the case in most applications,

i.e. no such perfect reference is available all the time. We still need to come up with an

evaluation metric, either subjective or objective, to evaluate the fusion result. Moreover, if

the assessment metric is properly used to guide the fusion process, adaptive fusion can be

implemented.

There are problems associated with each step during the whole fusion process and those

issues have not been fully explored and addressed so far. This thesis will focus on three

major problems: registration, fusion, and objective assessment. Registration refers to the
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alignment of multi-modal images so that pixel-based operations can be applied. Image

fusion should meet the target of the specific applications. The quantitative metric will tell

how well those fusion algorithms perform.

1.1.2 Objectives of the Research

The objectives of the research are twofold. The first objective of this study is to develop

fusion algorithms for the infrared and visual images in surveillance applications. The stud-

ies include the registration of IR and visual video sequences, multi-modal image (video

sequence) enhancement, and concealed weapon detection and visualization. Before any

fusion operation, the pixels from multi-modal images should be aligned through the reg-

istration process so that pixel-level processing can be applied directly. The study on the

enhancement from multi-modal images will investigate how the information can be fused

to achieve a better fidelity. When the IR camera is employed for the application of con-

cealed weapon detection, the study is to investigate how the image fusion technique can

facilitate the security screening process and system performance enhancement.

The second is to develop an objective assessment scheme for generic image fusion

applications, more precisely, a feature-based quantitative evaluation of combinative pixel-

level image fusion. Herein, the purpose of fusion is to combine the complementary features

from multiple input images and the fused result is still an image. The fusion result is often

subjectively assessed. However, an objective assessment is desired to get a full understand-

ing and more accurate evaluation of the fusion process. The second objective is to develop

such a quantitative metric, which is based on the measure of image features. The image

fusion will benefit from this metric in two aspects. On one hand, we can select the most ap-

propriate fusion algorithm for a specific application (image modality) based on the metric;
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on the other hand, the metric can be employed as guidance to supervise the fusion pro-

cess [20] and thus an adaptive fusion process can be implemented to achieve an optimized

fusion result.

As illustrated with Figure 1.2, these two aspects consist of the essentials of a fusion

process and are closely related to each other. In order to highlight the contribution of the

the studies, the two aspects are treated as two major objectives in this thesis.

1.2 Background and Significance

1.2.1 Multi-Sensor Image System

Processing of Multi-Sensor Images

One of the most important processing for multi-sensor images is the so-called image fusion

technique. This terminology derives from a more general concept “sensor fusion”, which

is also known as “data fusion” or “information fusion”. The definition of data fusion may

vary with people and their perspectives. The one proposed by Wald is “Data fusion is a

formal framework in which are expressed the means and tools for the alliance of data orig-

inating from different sources. It aims at obtaining information of greater quality; the exact

definition of ’greater quality’ will depend upon the application.” [21]. The implementation

of data fusion can be achieved at three levels, e.g. signal level, feature (attribute) level, and

symbol (decision) level. Pixel-level fusion refers to the fusion of multiple images at the

signal level, i.e. an image-in image-out process. As illustrated in Figure 1.2, when pixel-

level fusion is considered, a preprocessing operation needs to be carried out to remove the

noises introduced by image sensors or cameras.

The purpose of image fusion is to generate a composite image from multiple inputs.
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(a) Feature integration. (b) Feature discrimination.

Figure 1.3: Two aspects of the image fusion problem.

The fused image can provide more complete information about the scene than any individ-

ual images. The fusion of multi-source images can also be implemented at the previously

mentioned three levels and the fusion process depends on the specific application. The

image fusion problems can be classified into two categories as shown in Figure 1.3: one

is for feature integration; the other is for feature classification or characterization. In Fig-

ure 1.3(a), different features (face and moon) from two images can be integrated in a new

image. The circle in the center can be some common features from the input images. More

information about the scene is achieved through the fusion at pixel level. Both the face

and moon are available in the fused image. However, this does not reach the end of anal-

ysis. Those features can be further identified at the post-processing stage. In the second

case shown in Figure 1.3(b), sensor one discriminates A and B from C while sensor two
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discriminates A and C from B. Herein, the letter A, B, and C does not necessarily indi-

cate the objects only; they may have a more extensive meaning like image feature. The

goal of fusing image one and two is to distinguish A, B, and C from each other. Usually,

such fusion is implemented at a decision level and the fused image is a thematic map of

the scene. This type of fusion often finds applications in the fields of remote sensing and

medical diagnosis.

Image Fusion: the Concept and Implementation

As stated in the previous section, image fusion is one of the most important techniques to

process multi-sensor images. Three types of fusion schemes are given in Figure 1.4 [22,

15], where the letter A, B, and C represent different image features. The first type of image

fusion is to combine the salient features from the two images as indicated in Figure 1.4(a).

The image enhancement and denoising will be achieved at the pixel-level fusion. The

feature A, B, and C should be much easier to identify from the fused image. Further pro-

cessing, e.g. classifying or quantifying process, is needed to fully discriminate the fusion

output. The approaches to accomplish this type of fusion process include multiresolution

analysis (MRA), optimization, and heuristic methods. The second and third types of image

fusion in Figure 1.4(b) and 1.4(c) are implemented at a higher level, i.e. feature or decision

level. In the second scheme, the pre-processing (classification) units are designed for the

input images. The units can be a segmenting algorithm, data clustering, neural network

model or other types of classifiers. The preliminary results are then fused by probabilistic

theory, fuzzy logic operator, or numerical combination to generate a thematic map. This

actually implements a classifier fusion for each pixel. Instead of using the categorizing

methods, an alternative approach is implemented by modeling the image data. Although a

physical model is preferred, it is difficult to achieve. Thus, statistical methods can be used

to build the image sensor model through calibration, supervised, or unsupervised learning.
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The outputs are fused to generate the posterior probabilities by applying Dempster-Shafer

theory, Bayesian inference or fuzzy logic methods. The final decision is made based on

this value.

A

B C

A

B C

Fusion
Algorithm I Classifier

A

B C

A

B C

(a) Feature integration.

A

B C

A

B C

Classifier One

Classifier Two

A

B C

A

B C

Fusion
Algorithm II

A

B C

(b) Feature discrimination.

A

B C

A

B C

Sensor Model I

Sensor Model II

Fusion
Algorithm III

A

B C

(c) Feature discrimination.

Figure 1.4: The image fusion schemes.

For the feature discrimination, the fusion result is relatively easy to assess by using
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the classification rate, receiver operating characteristic curve, or/and confusion matrix. For

the fusion of feature integration as shown in Figure 1.4(a), the performance of the post-

processing could be a good indicator for this. In this thesis, a more general measurement

of image feature is considered for the fusion performance assessment.

The study presented in this thesis is closely related to the multiresolution image fusion

(MRIF), which implements an image-in-image-out fusion process. The MRIF uses the

multiresolution algorithm to represent the image in the transform domain, where image

features can be easily accessed and manipulated. The pixel-level fusion is implemented by

combining the coefficients, image components, or sub-images. The inverse transform gives

the fused results. A brief review of the MRIF can be found in Chapter 3.

1.2.2 Implementation of Image Fusion for Surveillance Applications

Registration of Multi-Modal Video Sequences

Image registration is to assure the corresponding pixels in multiple images associate the

same physical points of the scene. The image registration itself is worth a monograph to

cover the relevant research topics. Zitova and Flusser presented a comprehensive survey

of the image registration techniques in [23]. A general registration procedure consists

of four steps: feature detection, feature matching, mapping function design, and image

transformation and resampling [23]. The IR and visual images exhibit different intensity

values for the same scene. Thus, it is difficult to register the images based on the gray-scale

characteristics. Various solutions have been proposed for detecting and matching features

from the two types of images [24, 25, 26, 27, 28, 29]. This aspect will be discussed in more

details in Chapter 2. A literature review is provided in that chapter.
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Night Vision for Context Enhancement

Some automotive manufacture, like BMW and GM, offer the night vision system as a high-

tech option for their flagship vehicles. After dark, the chances of being in fatal car crash go

up sharply, though traffic is way down [30]. The night vision system can help the drivers see

as much as three or four times further ahead and quickly distinguish objects [30]. Figure 1.5

gives a snapshot of the night vision system on a BMW vehicle. Similarly, for a surveillance

application the objective may be to detect and track human body in the environment with

inadequate illumination.

Figure 1.5: The BMW night vision system on a vehicle (courtesy of
BMW).

The enhancement of a visual image includes the basic operations on image histogram,

like histogram equalization and matching, and operations for adaptive enhancement [31,

32]. Now, the problem becomes “how the processing could be performed when the corre-

sponding IR image is available”. The pixel-level image fusion is a well-adopted method [33].
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As addressed in previous section, the source images need to be fully registered before a fu-

sion operation is applied. Any enhancement may be applied to the visual image before

the fusion operation as proposed by Tao et al. [34]. The purpose of the fusion operation

is to highlight the objects with high temperature variance and preserve the details of the

background. Chapter 3 proposes solutions to this problem.

Concealed Weapon Detection (CWD) and Visualization

To address the emerging threats from terrorists, there is a need to develop an efficient tech-

nique for heightened security requirements and law enforcement. Currently, airport staffs

examine passengers with metal detector, hand wands, and physical searches [35] and pas-

sengers with concealed objects may not be detected. Imaging systems with a radiation

wavelength longer than 20 microns can penetrate clothing and thus have the potential capa-

bility to detect concealed weapons [36]. The enabling sensing mechanisms being studied

include infrared, acoustic, millimeter wave (MMW), X-ray sensors and so on [6]. Multiple

image modalities of different radiation wavelengths can provide complementary informa-

tion about the scene. However, some imaging techniques, such as X-ray, can provide de-

tailed images of anatomical features. Displaying such features is a violation of individual

privacy [37].

It is claimed that the fusion of a MMW image and its corresponding infrared or electro-

optical image can achieve more complete information [38]. The infrared (IR) imagers

cannot penetrate heavy clothing but operate at a reasonably longer range whereas MMW

sensors have a good penetration at a short range [9]. A visual image does not provide any

information about the concealed weapons. However, the facial pattern of suspicious people

may be available from a visual image. Thus, the fusion of visual image with other image

modalities such as MMW image can provide information of both the personal identifica-

tion and concealed weapons. As a result, the concealed weapon can be easily located in the
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fused image that is most suitable for human perception. In other words, the composite im-

age can give detailed information about both the person’s appearance and hidden weapon.

The operator can promptly relate the weapon to the person in crowds who is carrying it

without looking at two separate images.

While the detection techniques are approaching an advanced stage, the privacy protec-

tion issue comes into view. Fortunately, the fusion of visual image and long-wavelength

image will take into account this problem. Therefore, the CWD fusion techniques fall into

two categories: one is the fusion for visualization (integration); the other is the fusion for

detection (discrimination). There is a simple rule to identify the difference. When the fu-

sion is carried out with a visual image input, this is for visualization. Otherwise, the fusion

is for detection. However, these two concepts are not mutually exclusive and the CWD

system can be a hybrid one. The visualization is to show the detected weapon. If there

is no consideration for the detection, the visualization might not be helpful as expected.

Chapter 4 clarifies the image fusion issues related to CWD and proposes an algorithm for

the implementation of a CWD system.

1.2.3 Objective Assessment of the Fusion Performance

A diverse range of implementations for image fusion have been proposed. However, the

objective assessment of the fusion result still remains a challenge. Sometimes, a subjective

evaluation from an expert still plays an important role. When a “perfect” result is avail-

able, a straightforward approach is to compare the fused image with the reference image.

The commonly used methods include the root mean square error (RMSE), normalized least

square error (NLSE), the peak signal to noise ratio (PSNR), correlation (CORR), difference

entropy (DE), and mutual information (MI) [39]. In Chapter 5, a feature-based image sim-

ilarity metric is proposed and applied to assess the fused image through comparing with a
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reference image. The proposed metric is based on an absolute image feature measurement,

namely phase congruency.

The difference between the reference image and the fused one can be calculated and

serves as a measurement of the quality of the fused image. The difficulty of the comparison-

based approach is that the reference may not be perfect or a reference is not always available

in a practical application. Moreover, there is a possibility that images with a similar RMSE

value may exhibit a quite different quality [40]. Some other methods that consider human

visual system and attempt to incorporate perceptual quality measurement do not always

show clear advantage over simple measurements like RMSE and PSNR under the image

distortion environments [40, ?].

Thus, it would be better if the assessment can be accomplished without any reference,

i.e. blind assessment, where the fused image only needs to refer to the input images to eval-

uate itself. The mutual information, image feature, and structural similarity measurement

have been used to implement a blind assessment by other researchers [41, 42, 43, 44, 45].

The details of those approaches will be discussed later in Chapter 6.

1.3 Organization of the Thesis

The rest of the thesis is organized as illustrated in Figure 1.6, which clearly shows the

relation between these studies. This thesis does not deal with the issues of pre- and post-

processing as shown with the blocks in Figure 1.6. Chapter 2 deals with the registration

problem for infrared and electro-optic video sequences. This is the first step of the image

fusion process. The registration process is a guarantee of the accuracy of pixel-wise oper-

ations like pixel-level fusion. In this study, we assume a moving person is present in the

captured video sequences. The proposed approach achieves a robust registration using the

trajectory of head top points in consecutive frames, which does not rely on the success of
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other processes such as foreground detection. The head top points are found from the frame

difference detected by the image structural similarity measurement. This work provides a

basis for further investigation.

Figure 1.6: The organization of the thesis.

Context enhancement can be achieved by direct fusion of IR and EO images at pixel

level. However, the fused result is not optimal for human perception. Chapter 3 proposes a

modified scheme that achieves a better result than the direct fusion and some enhancement

approaches. This will help to improve the awareness of the environment and situation under

inadequate illumination. The enhanced result is presented in the visual band, which is most

suitable for human perception. The method can be applied to surveillance applications as

well as vehicular night-vision systems.
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Chapter 4 addresses the problems on how the concealed weapon detection application

can benefit from multiple imaging modalities. Herein, the direct pixel-level fusion may not

be an optimal solution. The experiment is about detecting the region of concealed weapon

from IR image and synthesizing the detected region with the EO image. This approach will

help protect passengers’ privacy and highlight the suspicious region(s) while keeping the

information of personal appearance.

To understand the performance of the fusion algorithms, Chapter 5 proposes a reference-

based method to evaluate the performance of combinative pixel-level image fusion. The

method uses a so-called “phase congruency” measurement as a basis for developing the

metric of objective assessment of image similarity. Therefore, the fusion results can be

compared with the available reference(s). The proposed metric offers a numeric value in-

dicating the quality of the fused image.

Chapter 6 extends the method in Chapter 5 for the assessment without a reference,

which happens in most practical applications. Three implementations are proposed. The

first one is based on the modified structural similarity measurement. The second is based

on the local correlation of the phase congruency map. The last one considers the principle

moments of the phase congruency.

The last chapter (Chapter 7) summarizes the whole thesis and discuss the future poten-

tials and directions for multi-sensor image systems. The Appendices provide the detailed

information about the implementation of phase congruency algorithm and experimental

results for the comparison of blurred images.

1.4 Contributions of the Thesis

The IR camera has been widely employed in advanced surveillance system. How the IR

camera can benefit the whole system through the fusion with corresponding visual frames
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is not fully understood. One critical step to process multi-modal video sequences is the

registration, which assures the accuracy of pixel-wise operations. This study achieved a ro-

bust registration, which does not rely on the success of other processes such as foreground

detection. The detection of silhouette of difference benefited from the image structural sim-

ilarity measurement, where a predefined threshold value was applied. Instead of matching

multiple features from one IR frame and corresponding visual frame, the proposed method

matched the trajectories traced respectively from the silhouettes detected from consecutive

frames of IR and visual video sequences. A refinement of the initial estimation was carried

out with a maximum mutual information method. This study contributed to the basis for

the pixel-level image fusion in the next step.

The studies presented in this thesis facilitate the use of multiple image modalities for

the surveillance applications. More precisely, the research investigated how to make use

of the information from the infrared and visual images through pixel-level image fusion.

However, there is no one-size-fit-all solution. Each application specifies the particular re-

quirements. The fusion algorithms should be tailored or tuned to such a specific scenario,

like context enhancement and concealed weapon detection.

The fusion scheme for the image context enhancement improved the awareness of the

environment under an inadequate illumination. The fused result was presented in the vi-

sual band, which was most suitable for human perception. The infrared and visual images

use a different intensity table. The composite image that was fused with the generic mul-

tiresolution image fusion method did not resemble the way people perceive the scene with

their eyes. The thesis proposed a fusion method to combine the information rather than just

pixels from the IR image.

The common understand of image fusion for the concealed weapon detection is some-

what misleading. The research on image fusion for CWD presented in this thesis clarified

the role of image fusion. Strictly speaking, the work on image fusion for the concealed
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weapon “detection” has not been reported so far. Currently available publications by other

researchers does not demonstrate the advantages of multi-sensor approaches for the de-

tection of weapons. The capability of certain technique (sensor) is often quantified by the

“probability of detection” (POD) results, which indicate the how the sensor performs under

varied circumstances, for example, the distance to the object (human body), the thickness

of the coat, the environmental temperature, and etc. The requirements for successful de-

tection must be met. The thesis proposes two steps for a general CWD process. The first

is the detection process, where the concealed weapon is detected from the IR image. In

the second step, the detected “region of interest” (ROI) is embedded in the visual image

by the multiresolution image mosaic technique. This clearly identifies the “detection” and

“visualization” process. This thesis implemented the fusion of IR and visual image for

concealed weapon detection. This work was reported by an American magazine “Bulletin

of Atomic Scientist” (issue: April 2006).

Although a lot of image fusion algorithms have been proposed so far, the objective

performance evaluation has not been fully explored and addressed. The assessment is an

application-dependent process and the evaluation metric may vary with the requirements

of the specific application. When the purpose of the fusion is to integrate the features from

multi-modal images, such as the context enhancement, there should be a metric that can

estimate how the features are fused quantitatively. The purpose of this study is to provide

such a solution. This research helps to understand the mechanism of the fusion process and

provide the chance to optimize the fusion algorithm based on the evaluation metric. The

study developed the methods for reference-based assessment and blind assessment. The

proposed evaluation metric will help to understand the effectiveness of the image fusion

algorithms for a specific application.

The following is the list of journal publication (either published or submitted) related

to this thesis:
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Chapter 2

Registration of Visual and Infrared

Video Sequences

2.1 Introduction

T HE vision technique beyond visible spectrum becomes essential to advanced surveil-

lance systems. The performance of the systems can be enhanced through taking full

advantage of the information captured across the electromagnetic spectrum. This makes the

surveillance systems more robust and reliable under different conditions, such as a noisy

and cluttered background, poor lighting, smoke, and fog. The technique to achieve this is

known as information or sensor fusion. Depending on the requirements, the fusion of multi-

modal images can be implemented at different levels with varied fusion algorithms [33, 12].

The infrared (IR) camera uses thermal or photonic/quantum detectors to tell the differ-

ence in infrared radiation of different objects. The electro-optical (EO) sensors, e.g. CCD

or CMOS cameras, capture the reflective light properties of objects [46]. Therefore, the

visual and IR imagery may provide the complementary information about the scene [46].

22
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Multiple cues provided by the two imaging modalities can be used to accomplish the tasks

of detecting, tracking, and analyzing for the surveillance application. A review of software

and hardware considerations for using visible and infrared imagery for surveillance appli-

cations was presented in [47] by El-Maadi et al. This paper surveyed the research work

carried out under the collaboration of three institutions in Québec City, Canada.

Preceding to any other processing, the EO and IR images from the video sequences

should be registered so that the corresponding pixels from the two images are associated

with the same physical points in the scene. This ensures the correctness of the pixel- and

high-level processing. Nevertheless, some high-level processing does not rely on the accu-

racy of geometric registration [48, 12] and this is the advantage of the high-level processing.

The registration of the images from IR and electro-optic (CCD) camera can be imple-

mented by fully calibrating the two cameras. Yasuda et al. proposed a calibration procedure

in [49], where a grid of electrically heated wires were used. This wire grid appeared as a

red wire grid in a color image and a bright wire grid in a thermal image. The calibration is

to assure the grid lines in the two camera frames will match. The grid lines detected from

the IR image will match the lines extracted from the visual image.

Generally speaking, the image registration procedure consists of four basic steps: fea-

ture detection, feature matching, mapping function design, and image transformation and

resampling [23]. Li et al. registered multi-sensor images with detected contours [25]. In an-

other publication of Li et al. [24], they used a wavelet-based approach to detect image con-

tours and located feature points on the contours by using local statistics of image intensity.

The feature points were matched with a normalized correlation method. A consistency-

checking step was applied to eliminate the mismatches. Coirs et al. matched the triangles

formed by grouped straight line segments extracted from the IR and EO images [26]. Keller

et al. proposed a registration method based on an implicit similarity measure, which was
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invariant to intensity dissimilarities [29]. The authors claimed that this approach was ef-

ficient and suitable to register two images of different qualities. However, the physical

correspondences may not be fully detected with matchable contours or lines.

Han et al. suggested using the silhouette of a moving human body to register IR and EO

images. They found the silhouette by classifying a pixel as belonging to either foreground

or background based on the background Gaussian distribution [27]. The centroid and head

top points in two pairs of images were used as control points. A genetic algorithm was

employed to minimize the registration error function. In [28], Ye et al. proposed using

zero-order statistics to detect moving object in a video sequence. Through tracking the

feature points, an iterative registration algorithm was implemented. Xu et al. proposed to

use a support vector machine (SVM) to detect pedestrians from IR images in [50]. Related

work was also reported by Maes et al. and Chen et al. respectively in [51, 52], where

the registration was carried out based on maximizing mutual information of two image

regions. However, the images must be roughly registered with some prior knowledge in the

surveillance application and the solution was not available in that publication [52].

The moving object detection, which is also known as the background maintenance,

still remains a challenge for surveillance applications. For the millimeter wave (MMW)

video sequence, such detection can be more difficult due to it blurry nature [52]. In this

chapter, a registration method, which uses the silhouette of the frame difference instead

of the silhouette of moving objects, is proposed; therefore, this method does not rely on

the success of foreground detection and can be applied to any imaging modality. The

frame difference can be steadily detected with the image structural similarity measurement.

Instead of extracting feature points from one image, the trajectory formed by the head

top points in consecutive frames is used for the initial registration. A refining process is

implemented based on the maximum mutual information method [52].

The rest of the chapter is organized as follows. The detailed procedure for registration is
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described in section (2.2). The whole process consists of two steps, i.e. initial registration

and parameter refinement. Experimental results are presented in section (2.3). Discussion

and conclusion can be found in section (2.4) and (2.5) respectively.

2.2 Registration based on Frame Difference

The proposed registration process can be implemented in two steps. In the first step, the

head top points are detected from the silhouette of frame differences. The initial parameters

can be estimated by matching the trajectories in IR and EO sequences. The second step

is to refine the registration parameter by directly registering two regions of interest with

the mutual information maximization method. The only assumption for our method is that

only one person is present in the video sequences as a moving object during the registration

process, although it is possible to extend the algorithm to deal with multiple points/features

from multiple people in one frame.

2.2.1 Image Similarity Measurement

The simplest way to find the difference between two images is the subtraction operation.

However, the threshold value may vary with different video clips and needs to be adjusted

manually. In this work, we use the structural similarity measurement (SSIM) to detect the

difference between consecutive frames.

Wang and Bovik proposed an universal image quality index (UIQI) in [40]. The uni-

versal image quality index is based on the evidence that human visual system is highly

adapted to structural information and a measurement of the loss of structural information

can provide a good approximation of the perceived image distortion. The definition of the

UIQI is [40]:
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where µa and µb are the average values of image a(x, y) and b(x, y), σa , σb, and σab are

the variance and covariances respectively. There are:

µa =
1
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y=1

a (x, y) (2.2)
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1
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b (x, y) (2.3)
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2 (2.4)
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2 (2.5)

σab =
1

MN − 1

M∑
x=1

N∑
y=1

(a (x, y)− µa) (b (x, y)− µb) (2.6)

This equation has been modified to produce the structural similarity index measure

(SSIM), which is better adapted to more general conditions [53]. The SSIM is defined

as [53]:

SSIM (a, b) = [l (a, b)]α [c (a, b)]β [s (a, b)]γ (2.7)

where there are:
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l (a, b) =
2µaµb + C1

µ2
a + µ2

b + C1

(2.8)

c (a, b) =
2σaσb + C2

σ2
a + σ2

b + C2

(2.9)

s (a, b) =
σab + C3

σaσb + C3

(2.10)

In equation (2.7), three components are clearly defined to measure the degree of linear

correlation between image a and b. The first one, l(a, b), measures how the mean luminance

is between the two images while the second c(a, b) estimates the contrast. The third one

s(a, b) is the correlation of structure. The parameter α, β, and γ can be used to adjust the

relative importance of the three components.

By setting α = β = γ = 1 and C3 = C2/2, equation (2.7) becomes:

SSIM (a, b) =
(2µaµb + C1) (2σab + C2)

(µ2
a + µ2

b + C1) (σ2
a + σ2

b + C2)
(2.11)

In above equation, two constant values C1 and C2 are defined to avoid the instability when

the denominators are very close to zero. These two values are further determined by two

subjectively selected values K1, K2, and the dynamic range of the pixel values, i.e. C1 =

(K1L)2 and C2 = (K2L)2. For a 8-bit gray-scale image, L is selected as 255.

An example of applying SSIM to find the frame difference is given in Figure 2.1. The

SSIM maps are generated from two adjacent frames for IR and EO sequences respectively.

The mean value of the SSIM map gives an index value, which indicates how different the

two images are. In our application, we use the SSIM map instead.
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Figure 2.1: The example of SSIM. On the left column are the IR
images. Right column is from EO camera. Two adjacent
frames and their SSIM map are from the top to bottom.
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2.2.2 Silhouette Extraction

Once the SSIM maps are obtained. The detection of the frame difference is straightforward.

Simply applying a fixed threshold value to both SSIM maps, two binary images can be

obtained. After morphologic (opening) operations, the binary images are scanned from top

to bottom and filled with “1” between the left and right edges as shown in Figure 2.2.

In the experiment, we set the threshold value as 0.6 for the SSIM maps of both the

IR and EO images. The contour of the silhouette is detected with zero-cross based edge

detection. The top head points are searched from each frame and used for initial parameter

estimation.

2.2.3 Parameter Estimation and Refinement

It is reasonable to assume that the IR and EO cameras are mounted in parallel, which means

we can omit the rotation between the frames acquired by the two cameras. Therefore, a 2-D

homogeneous transform can describe the geometric relation between the two frames. If IR

image is used as a reference, there is:





XIR = kXEO + ∆X

YIR = kYEO + ∆Y
(2.12)

where k stands for the scaling parameter and {∆X, ∆Y } are the translating parameters.

Thus, there are three parameters to be found in total. The coordinates of the pixels in the

IR and EO image are {XIR, YIR} and {XEO, YEO}.

Assuming the head top points in IR image correspond to the head top points in EO

image, we can solve equation (2.12) with the least square method. Figure 2.3 shows the

trajectory of top head points from IR and EO sequences. The initial estimation can be

obtained by solving the equation (2.12) given the corresponding head points. However,
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Figure 2.2: The thresolded binary images from SSIM maps are on the
top, the processed results on middle, and on bottom are the
contours extracted from the processed binary results.
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(a) The top head points.
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(b) The trajectory of top head points.

Figure 2.3: The top head points in two video sequences.
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these points may not be exactly matched. The initial registration can be further refined by

applying a mutual information based registration approach [52, 46].

We can use the binary maps in Figure 2.2 to find the region of interest (ROI) from

IR and EO images easily as shown in Figure 2.4. Note that binary map can extract the

corresponding ROI for any two adjacent frames.

Figure 2.4: The regions of interest from two frames.

The definition of mutual information (MI) for two discrete random variables U and V

is:

MI (U ; V ) =
∑
v∈V

∑
u∈U

p (u, v) log2

p (u, v)

p (u) p (v)
(2.13)

where p(u, v) is the joint probability distribution function of U and V , and p(u) and p(v)

are the marginal probability distribution functions of U and V respectively. Actually, MI

quantifies the distance between the joint distribution of U and V , i.e. p(u, v), and the joint

distribution when U and V are independent, i.e. p(u)p(v). For the IR and EO image,
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the joint probability distribution can be obtained from the image’s histogram. In equa-

tion (2.13), p(u, v) can be replaced by the normalized joint grey level histogram of the IR

and EO image. There is:

p(u, v) ← hIE (l, m) =
g (l, m)∑

l,m

g(l, m)
(2.14)

where g(l,m) is the joint histogram of IR and EO image. Letter l and m correspond to

the column and row of a image respectively. The marginal probabilities are represented by

normalized marginal histogram of IR and EO image. There are:

p(u) ← hI(l,m) =
∑

l

hIE(l, m) (2.15)

p(v) ← hE(l,m) =
∑
m

hIE(l, m) (2.16)

Mutual information can be equivalently expressed with joint {H(L,M)} and marginal

entropies {H(L), H(M)} of two variable L and M :

MI(L; M) = H(L) + H(M)−H(L,M) (2.17)

where there are:

H(L) = −
∑

l

hI(l, m) log2 hI(l,m) (2.18)

H(M) = −
∑
m

hE(l, m) log2 hE(l,m) (2.19)

H(L,M) = −
∑

l,m

hIE(l, m) log2 hIE(l, m) (2.20)

The registration is to transform the EO image to the coordinate of the IR image. When
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the transformed image is aligned with the reference, the MI value is maximized. Thus,

searching the transform parameters that maximize MI gives the registration result. Simi-

larly, we use simplex search method as proposed by Chen et al. [52]. The implementation

of the simplex search algorithm is available in Matlab R© as a function named “fminsearch”.

2.3 Experimental Results

The video sequences used in the experiment were captured by the researchers at Laval Uni-

versity. A Radiance PM infrared camera and a Pulnix TMC6700CL camera were used. The

Radiance PM camera is a hight resolution, fully calibrated temperature measurement sys-

tem designed for a wide range of thermal imaging applications. The Pulnix TMC6700CL

camera was used to capture EO frames. The sizes of the captured IR and EO frames are

512 × 460 and 640 × 480 respectively. The external HSYNC and VSYNC inputs of the

Pulnix camera were synchronized on the Radiance NTSC video output signal. The specifi-

cations of the two cameras are given in Table 2.1 and 2.2 respectively.

Table 2.1: The configuration parameters for Radiance PM IR camera.

Settings Radiance PM
sensor 1”
Lens 25 mm
Range 10.0 ◦C
Level 27.7 ◦C
AGC Off
Shutter Speed 1
Palette Gray

We registered two clips from IR and EO video sequence (30 fps) captured by the two
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Table 2.2: The specifications for Pulnix TMC6700CL camera.

Specifications Pulnix TMC6700CL
Sensor 0.5”
Lens 12 mm
Scanning mode Progressive
Shutter speed 1/32− 1/4000000

cameras. The threshold value to get the binary image was set as 0.6 for both the clips. The

grey level for IR and EO images was rounded to 0 ∼ 255. The initial estimation of the

registration parameters from head top trajectory were {k = 0.9495; ∆X = 20.943; ∆Y =

−28.9725}. The refinement of this result was carried out for the thirty-five frames in the

two clips. The results are shown in Figure 2.5 and the distribution of the parameters is

given in Figure 2.6 to 2.8. Table 2.3 lists the mean, maximum, and minimum value of the

parameters.

Table 2.3: The registration parameters obtained by maximum MI.

Mean Max Min
k 0.9640 0.9754 0.9552
∆X 21.19 22.51 16.47
∆Y -28.25 -25.52 -30.19

The EO frames are transformed and registered with IR frames as shown in Figure 2.9

by using the mean value of the refined registration parameters. The rounding operation

is applied to the transformed pixel coordinates. The human body is segmented from IR

image and embedded in the EO frames. The synthesized images indicate how well the two

sequences are registered. Another method to verify the registration result is to replace the
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Figure 2.5: The refined registration results based on maximum MI.
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Figure 2.6: The distribution of the refined scaling parameter.

red channel of the visible image with the IR data [47].

2.4 Discussion

The centroid of human body could be another feature point for registration as described

in [27]. One precondition is that a “clear” silhouette of human body must be obtained. In

the proposed method, the centroid points are not used for registration, because the shadow

on the floor makes the bottom boundary indistinct and the centroid point cannot be steadily

detected. Obviously, the success of registration depends on how well the feature can be

accurately detected. There are a number of factors that affect the registration, for example,

the distance from the camera to the moving object.

The translation parameters obtained from 95 frame appears to be a outlier. There are
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two possible reasons contributing to such variance. The first one is that detected head top

point may not be accurate. The second is that the shapes of the two silhouette may not be

the same.

Although we assume that there is no rotation between two frames, such angular differ-

ence may be considered when the registration is refined with maximum MI. In our case,

the rotation parameter searched by maximum MI is around 0.0003 rad; therefore, we do

not consider it in the experiment.

The registration of multi-modal video sequences does not have to be implemented in

real time, only if the configuration of the cameras does not change dynamically. In this

chapter, the accuracy of the registration is not studied. It is meaningful to discuss the ac-

curacy when a specific processing is considered. How the accuracy will affect the result
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Figure 2.8: The distribution of the refined translating parameter Dy.

of further processing will be investigated in future work. As described in [48], Torresan et

al. developed a “master-slave” scheme to alternatively use IR and visual frames for pedes-

trian detecting and tracking. The visible combination occurs only at blob level; therefore,

a coarse (low-accurate) registration should meet the requirement.

2.5 Conclusion

In this chapter, a registration method for multi-sensor video sequences is proposed. The

approach is based on registering the trajectories of the head top points detected from the

silhouette of frame difference, which is found by the structural similarity measurement.

Such differences can be used to find the region of interest. The refinement of the initial
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Figure 2.9: The registration results. Top: IR frames; 2nd row: EO
frames; 3th row: transformed EO frames; bottom: the
synthesized images.

registration is implemented by maximizing the mutual information of the detected regions

of interest. The advantage of this technique is that it is not necessary to segment the exact

silhouette of the moving object from the video sequence, which is difficult for imaging

modality like millimeter wave. Secondly, the proposed method tries to use individual fea-

ture point in multiple frames rather than matching multiple points from one image. This
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makes the registration process easily implemented and the initial searched result is close

to the refined one. Although a single feature is used, the registration based on multiple

features can be properly implemented. More robust result is expected.

Once the multi-modal images (video sequences) are fully registered; in the next stage,

algorithms will be implemented to fuse the input images. Two applications are described

in Chapter 3 and Chapter 4 respectively.



Chapter 3

Context Enhancement through Infrared

Vision

3.1 Introduction

I N the previous chapter, a solution for registering multi-modal video sequences (im-

ages) is proposed, which implements the first step of image fusion and assures the

accuracy of pixel-level fusion or other operations. It does not make any sense if the image

fusion is implemented without considering any specific requirements from a real applica-

tion. This chapter deals with the issue of context enhancement for night vision applica-

tion. The assessment of the performance of different fusion algorithms will be presented in

Chapter 6.

The use of thermal vision techniques can be found in numerous applications such as

military, law enforcement, surveillance, security, navigation, fire fighting, and wildlife ob-

servation [54]. Thermal imaging is a type of infrared (IR) imaging, which detects radiation

in the infrared range of the electromagnetic spectrum. The IR image provides an enhanced

42



3.1 : Introduction 43

spectral range that is imperceptible to human beings and contributes to the contrast between

objects of high temperature variance and environment. For example, detecting human body

in the environment with inadequate illumination is critical for the application like surveil-

lance and intelligent transportation. Once the IR and visual images are fully registered

using the method as described in Chapter 2, further process can be carried out.

A well-adopted method to process visual and IR images is the pixel-level fusion [33].

The multi-sensor images must be fully registered as described in Chapter 2. Once the

registration process is accomplished, the visual and IR images are then transformed to

the wavelet domain. Through combining the coefficients in the transform domain, a new

composite image can be obtained by applying the inverse transform. The purpose of the

fusion operation is to highlight the objects with high temperature variance and preserve the

details of the background. The enhancement may be applied to the visual image before

the fusion operation as proposed by Tao et al. [34]. However, there are always questions

to the “direct” fusion of visual and IR images at pixel level. In a low thermal contrast

environment, the background details like vegetation or soil areas should be represented well

in the visual bands [55]. Does the fusion with an IR image contribute to the fidelity of the

background objects in such a scenario? The answer might be “no”. The fusion may degrade

the original information contained in the visual image when they are not complementary.

The features presented in the visual band is most suitable for human perception.

Bender et al. conducted a series of tests with a so-called head-tracked vision system,

which consisted of thermal and image-intensified TV sensors [56]. The weighted averag-

ing and Laplacian pyramid based fusion implemented by Sarnoff Corporation were tested.

Yang and Blum developed a hidden Markov model to correlate the wavelet coefficients

across the frequency bands [57]. The expectation-maximization (EM) algorithm was ap-

plied to estimate the model parameters and produce the fused image [58]. However, it is

hard to tell the difference in the results obtained by different algorithms.
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Research on color-based fusion was reported in [59, 60]. The idea is to produce a

false color fused image due to the fact that the human visual system is sensitive to col-

ors [60]. Fay and Waxman et al. used the center-surround feedforward shunting network

to implement the color composite fusion methods [59]. In [61], Toet et al. demonstrated

the improved situational awareness thanks to the image fusion. The details of color-based

fusion methods proposed by Toet and Xue can be found in [55] and [60] respectively. In

this thesis, we focus on the intensity images.

A modified scheme for the fusion of IR and visual images is proposed in this chapter.

The contrast of the visual image is first enhanced through using the pixel value from IR

image as an exponential factor. The result is then fused with the visual image again to

emphasize the features obtained in the visual band. The objects with high temperature

variance are highlighted in the final result. As a result, an enhanced version of the visual

image is achieved and can be presented to the end users.

The rest of this chapter is organized as follows. A brief review of the multiresolution im-

age fusion process is given in section (3.2). The feasibility of using adaptive enhancement

and image fusion technique for night vision application is investigated in section (3.3). The

modified fusion scheme is proposed in section (3.4). Section (3.5) presents more experi-

mental results obtained with proposed method. Discussion and conclusion can be found in

section (3.6) and (3.7) respectively.
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3.2 Multiresolution Analysis (MRA) based Image Fusion:

A Brief Review

The principle for MRA-based fusion methods is to retain the salient image features, which

can be easily accessed and manipulated by representing the image in the transform do-

main. The methods vary with the basis functions and fusion rules. An excellent review of

the MRA-based pixel-level fusion by Blum et al. can be found in reference [33]. Piella’s

overview is another very good reference [62]. The fusion procedure is illustrated in Fig-

ure 3.1. The input image I (x, y) is first represented in the transform domain, i.e. a sum

over a collection of functions gi (x, y):

I (x, y) =
∑

i

yigi (x, y) (3.1)

where yi are the transform coefficients and can be obtained by projecting the image onto a

set of projection functions, hi (x, y):

yi =
∑
x,y

hi (x, y) I (x, y) (3.2)

The fusion rule is then applied to yi based on the measurement of image features and char-

acteristics of gi (x, y). After applying the inverse transform, the fused image is obtained.

For pixel-level fusion, the outcome of the fusion process is also an image, which should

be more suitable for further analysis than any input. A comparison of some MRA fusion

algorithms is summarized in Table 3.1 and 3.2 respectively. Generally, the study of MRIF

is twofold, encompassing a multiresolution algorithm and a coefficient combination rule.

A number of MRA algorithms have been investigated for the fusion of multi-sensor images
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Figure 3.1: The procedure of MRA-based pixel level fusion.

so far. For detailed implementation, relevant references are listed in Table 3.1 and 3.2.

The choice of the MRA algorithms largely depends on the characteristics of the algorithm

and the signal to be processed. Since an image is represented as a weighted sum of basis

functions, choosing the basis function that resembles the signal will facilitate the anal-

ysis. The major steps of MRIF include: image decomposition, coefficient combination,

and image reconstruction. The basic rule for coefficient combination is the absolute value

maximum selection in the high-frequency (high- and band-pass) bands and averaging in

the low-frequency (low-pass) band, i.e. the coefficients with larger absolute value from the

high frequency bands will be retained and used for reconstruction, because the larger values

correspond to image features like edges, lines, or boundaries. More sophisticated rules will

consider the area or region around the pixel and the corresponding areas or regions across
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the frequency bands or resolution scales [63, 62]. As a result, image feature measurements

in a region or across the frequency bands are generated. A selection rule is created or the

weighting coefficients are derived from such measurements.

Table 3.1: Comparison of multiresolution image fusion schemes: image
pyramid.

MRA Fusion rule Contribution Evaluation Applications
Laplacian
pyramid [64]

absolute value max-
imum selection
(AVMS)

first study on
MRIF

multi-focused im-
ages

Ratio-of-
lowpass pyra-
mid [65, 66]

maximum absolute
contrast selection

use of RoLP subjective
evaluation

simulation

Gradient
pyramid

fusion based on
match and salience
measure [5]

image feature
based fusion

fusion of IR and
visible image,
multi-exposure,
multi-focus images

weighted average [67,
68]

perceptual-
based fusion

SNR hyperspectral
image

Morphological
pyramid [13]

maximum operation use of morpho-
logical pyramid

cross-
correlation

CT and MRI im-
ages

Steerable
pyramid [69]

apply Laplacian pyra-
mid and AVMS rule
for sub-images

iterative fusion
of sub-images

RMSE standard images for
simulation, multi-
sensor images

To illustrate the fusion process, a simple example is given below in Figure 3.2. Two

images with a horizontal and vertical square bar cross the center are fused with six MRA-

based fusion algorithms. The six algorithms include Laplacian pyramid (LAP), gradient-

based pyramid (GRAD), ratio-of-lowpass pyramid (RoLP), Daubechies wavelet four (DB),

shift-invariant discrete wavelet transform (SIDWT), and steerable pyramid (STEER) [64,

5, 70, 73, 69]. The decomposition level is selected as four and the fusion rule is to select
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Table 3.2: Comparison of multiresolution image fusion schemes:
discrete wavelet.

MRA Fusion rule Contribution Evaluation Applications
Orthogonal
wavelet [70]

AVMS consistency verifi-
cation, concept of
region-based fusion

RMSE multi-focus im-
ages, multi-sensor
images

Steerable
dyadic
wavelet [71,
14]

maximum local
oriented energy

image feature repre-
sented with oriented
energy

MSE different channels
of landsat TM im-
ages

Discrete
wavelet
frame

Rockinger [72, 73,
74]; Fusion rule is
the same as [5].

studies on temporal
stability and consis-
tency

image
sequences

activity measure,
region-based
rule, grouping
approach [75]

studies on region-
based approach and
grouping method

RMSE,
mutual in-
formation,
percentage
of correct
decision

multi-focus im-
ages, millimeter
wave images,
infrared images

Contrast-based
wavelet [76]

absolute value
maximum selec-
tion

present the concept of
directive contrast

SNR infrared and visual
images

Complex
wavelet [77]

chain representa-
tion fusion

use of complex
wavelet

multi-focus im-
ages, CT and MR
images

Multiwavelet [78] pixel selection
based on the
image’s feature
map

use of multiwavelet subjective
evaluation

SPOT images

the absolute maximum for the high- and band-pass sub-images (components) and average

the low-pass sub-images (components).
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(a) Horizontal bar. (b) Vertical bar.

Figure 3.2: Two images are used for testing MRA-based image fusion.

To clearly show the results, we visualize the fused images in three dimensions in Fig-

ure 3.3. For this application, Figure 3.3(a) and 3.3(f) give a better results, which present

a shaper edge for the two blocks. The fused result depends on how the features are rep-

resented by the MRA algorithms. In other words, the same features are treated differently

in different MRA algorithms even though the same fusion rule is applied. To demonstrate

how the fusion rule affects the fusion result, the maximum selection of all the coefficients

is implemented for the steerable pyramid based fusion as shown in Figure 3.4. This is not

a benchmark study for the MRA-based fusion. The simple example demonstrates how the

fusion algorithms work and what can be achieved eventually. Readers are referred to the

references for detailed implementation and discussion. Rockinger’s Matlabr toolbox is a

good reference for practice as well [79].

The concept of match measure and salience measure originated from Burt’s work on

gradient pyramid based image fusion [5], where the match measure determined the se-

lection or averaging operation while the salience measure chose the coefficients for the
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(a) LAP (b) GRAD

(c) RoLP (d) DB

(e) SIDWT (f) STEER

Figure 3.3: The fusion results with different MRA-based fusion
algorithms.
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Figure 3.4: The fusion result with the steerable pyramid. The fusion
rule is the maximum selection of both the low-pass and
high-pass coefficients (see Figure 3.3(f) for comparison).

reconstruction in the selection mode. Wilson et al. introduced the contrast sensitivity mea-

sure to weight the coefficient sets [67, 68]. Li’s rule for coefficient selection was based on

a 3-by-3 or 5-by-5 window [70], where the pixel with the maximum absolute value in the

window represented the activity of the pixel located at the center. Li also introduced a con-

sistency verification as a rectification of the selection process. Zhang and Blum used the

average value in the region contoured and segmented by the Canny edge detector instead

of the maximum pixel value [75]. Thus, the approach is more robust to the noise. Koren

used the local oriented energy as a metric of image feature and the coefficient selection was

based on such measurement [71]. Cross-band selection and coefficient grouping methods

were proposed by Xydeas and Zhang respectively [80, 75]. This is actually another con-

sideration for the region effect, since a single pixel at a lower resolution corresponds to
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several pixels (region) at a higher resolution. Yang and Blum recently proposed to use the

hidden Markov model (HMM) to capture the correlation of the coefficients across the res-

olution scales [57]. Although different MRA algorithms are still being proposed in various

publications, no benchmark study has been carried out so far.

Recall the two types of image fusion described in Chapter 1, the MRIF implements the

first type of fusion, i.e. feature combination or integration. Through comparison, salient

features are retained in the fused result. However, the salience does not necessarily mean

useful. For example, if the noise is salient, it will still be kept in the result as well. This is

a limitation of the MRIF method.

3.3 Enhancement and Fusion

3.3.1 Histogram-based Operations

Histogram-based operations like histogram equalization and matching provide a basic tool

for image enhancement. The description of such operations is available in most of the

text books on image processing, for example, reference [81], and will not be repeated here

again. We use two images from two video sequences to demonstrate the processing meth-

ods [79]. One is a visual image as shown in Figure 3.5(a) and the other one in Figure 3.5(c)

is from an infrared camera. Due to the inadequate illumination, the human body appearing

in the IR image cannot be identified from the visual image, but is visible in the IR image.

In Figure 3.5, the histograms of the two images are plotted.

First, the histogram equalization is applied to the visual image. The equalization trans-

forming of the intensity values is to match a flat histogram with 64 bins. The result is

presented in Figure 3.6(a) and the corresponding histogram can be found in Figure 3.6(b).

However, the human body is still hard to identify. The histogram of the visual image is then
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(a) Visual image.
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(b) Histogram of visual image (a).

(c) Infrared image.
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(d) Histogram of infrared image (c).

Figure 3.5: The visual image and infrared image.

manipulated to match the histogram of the IR image. The results are given in Figure 3.6(c)

and 3.6(d) respectively. Similarly, no significant improvement is achieved.
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(a) Visual image processed by histogram equalization.
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(b) Histogram of image (a).

(c) Visual image processed by histogram matching.
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(d) Histogram of image (c).

Figure 3.6: The histogram-based processing of visual image.

3.3.2 Adaptive Enhancement

As the real-world scenes exhibit with high dynamic range radiance spanning more than six

orders of magnitude, the processing of the image can be implemented through compression

of such dynamic range [82]. Herein, we tested two methods proposed by Tao et al. in [82,

83, 34, 84]. The two approaches are the “adaptive and integrated neighborhood dependent
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approach for nonlinear enhancement” (AINDANE) and an nonlinear enhancement based

on an illuminance-reflectance model. The basic ideas of the two approaches are quite

similar, i.e. applying a nonlinear transfer function to compress the dynamic range. The

implementation procedures of the two algorithms are illustrated with the flowcharts shown

in Figure 3.7. The major difference between these two approaches is the nonlinear function,

which is highlighted with a dashed square. For an image I(x, y), the final enhancement is

implemented with the following equation [82]:

S (x, y) = 255I ′n (x, y)E(x,y) (3.3)

where S (x, y) is the enhanced image and E (x, y) is obtained by the following two equa-

tions:

E (x, y) = r (x, y)P =

[
IG (x, y)

I (x, y)

]P

(3.4)

IG (x, y) = G (m,n) ∗ I (x, y) (3.5)

Herein, G (m, n) is a m × n Gaussian kernel and parameter P is an empirical parame-

ter [82]. The original image is represented as I (x, y). In the ANIDANE algorithm, param-

eter P is given by:

P =





3 σ ≤ 3

27−2σ
7

3 < σ < 10

1 σ ≥ 10

(3.6)

where σ is the global standard deviation of the image. Image In (x, y) is obtained by

normalizing I (x, y) to the range of [0, 1]. The nonlinear transfer function is given by:



56 Chapter 3 : Context Enhancement through Infrared Vision

I ′n (x, y) = f (In (x, y) , z) =
In (x, y)(0.75z+0.25) + (1− In (x, y)) 0.4 (1− z) + In (x, y)(2−z)

2
(3.7)

where the parameter z is determined by:

z =





0 L ≤ 50

L−50
100

50 < L ≤ 150

1 L > 150

(3.8)

Herein, the intensity level L corresponds a value of 0.1 in the cumulative distribution func-

tion of the image. In the method using illuminance-reflectance model, the P value be-

comes [83]:

P =





2 σ ≤ 30

−0.03σ + 2.9 30 < σ ≤ 80

1/2 σ > 80

(3.9)

An inverse sigmoid function is used to obtain I ′n (x, y). This function can be expressed

with the following equation:

I ′n (x, y) =

− 1
a
ln

[
1

In

“
1

1+e−avmax
− 1

1+e−avmin

”
+ 1

1+e−avmin

− 1

]
− vmin

vmax − vmin

(3.10)

The parameter vmax, vmin, and a can be tuned manually. In the experiment, vmax and a

were selected as 3 and 1 respectively. The value of vmin is determined by the global mean

of the image I (x, y), i.e. Im, as:
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(a) AINDANE algorithm.
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(b) Enhancement based on an illuminance-reflectance model.

Figure 3.7: The adaptive image enhancement algorithms.

vmin =





−6 Im ≤ 70

Im−70
80

× 3− 6 70 < Im < 150

−3 Im ≥ 150

(3.11)

Figure 3.8 shows the results achieved by applying the two adaptive enhancement ap-

proaches. These images do not show the details of the poorly illuminated regions, although

they are enhanced to some extent. To achieve an optimal enhancement, users need to man-

ually adjust the parameters used in the adaptive enhancement algorithms and this may vary
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with images. Unfortunately, the sensitivity of these parameters is not reported by the au-

thors.

3.3.3 Pixel-level Image Fusion

Multiresolution pixel-level fusion is often employed to combine visual and IR images.

Although there are a number of multiresolution fusion algorithms available, a benchmark

study of those fusion methods is not available and beyond the scope of this chapter. In this

work, the fusion result of the visual and IR image achieved by the steerable pyramid [69]

is presented.

The major problem of orthogonal wavelet is the lack of shift invariance, i.e. the transla-

tion of the input signal does not correspond to the translation of the output signal. To over-

come such limitations, Simoncelli and Freeman et al. proposed a so-called steerable pyra-

mid [85, 86]. The basis functions of the steerable pyramid are directional derivative oper-

ators of different sizes and orientations. The steerable pyramid performs a polar-separable

decomposition in the frequency domain, thus allowing independent representation of scale

and orientation [87]. Such representation is invariant with respect to translation and rota-

tion. An image of N level decomposition can be represented as:

I (x, y) →
(

LI (x, y) , BIj
i (x, y)

∣∣∣j=1...K
i=1...N , HI (x, y)

)
(3.12)

This overcomplete representation consists of three parts: one low-pass component LI(x, y),

one high-pass component HI(x, y), and K×N band-pass components
{

BIj
i (x, y)

∣∣∣j=1...K
i=1...N

}
.

For each level, one band-pass component corresponds to an orientation angle (i− 1) π/4,

where i = 1...K. Oriented features can be extracted by using the steerable pyramid repre-

sentation. The structure of the steerable pyramid is shown in Figure 3.9, where one high-

pass filter H0 (ω), two low-pass filters L0 (ω) and L1 (ω), and K band-pass filters Bk (ω)
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(a) Image obtained by AINDANE algorithm.

(b) Image enhanced based on an illuminance-reflectance model.

Figure 3.8: The enhancement results of visual image achieved by
adaptive algorithms.
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are involved.

Figure 3.9: The architecture of the steerable pyramid.

To eliminate aliasing, avoid amplitude distortion, and cascade the system recursively,

the following constrains should be satisfied [86, 88]:

Ł1(ω) = 0 for |ω| > π

2
(3.13)

|H0(ω)|2 + |L0(ω)|2 = 1 (3.14)

|L1(ω)|2 +
∑K

k=1
|Bk(ω)|2 = 1 (3.15)

References [86, 85] give more information about the steering theory and details of filter
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design. An example of four-level decomposition is given in Figure 3.10. In this case, four

oriented filters are employed. The low-pass component is also shown. The algorithm can be

efficiently implemented with FPGA (field-programmable gate array) as proposed in [89].

In this study, we use Matlab R© to test our algorithms.

The fusion rule consists of the absolute maximum value selection (AMVS) for the high-

pass sub-bands (yi,high(x, y)) and the average for the low-pass band (ylow(x, y)). Written in

mathematic formulas, there are:

ynew
i,high (x, y) =





yA
i,high (x, y), FA

i (x, y) ≥ FB
i (x, y)

yB
i,high (x, y), Others

(3.16)

ynew
low (x, y) =

1

2

(
yA

low(x, y) + yB
low(x, y)

)
(3.17)

In this case, Fi(x, y) is the absolute value of yi,high(x, y) and i refers to the scale level

of the decomposition. The pixel-level fusion result is given in Figure 3.11. Although the

human body is perceptible in the fused image, this image does not present all the features

appearing in the visual band. This image is not the scene that we see with our eyes.

3.4 A Modified Scheme

In the multiresolution fusion, the averaging of low-pass sub-images incorporates the con-

trast of the IR image while the AMVS scheme retains the details from both the IR and

visual images. There is also question to such operation. If the purpose is only to find the

object of high temperature variance, the IR image should be enough and a visual image

is not needed. However, the IR image is not what people perceive with their eyes and a

visual image is most appropriate for human perception. The details from IR do destroy the

contents of the fused image. The advantage of directly fusing IR and visual image at pixel
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(a) The original image: Einstein.

(b) The decomposition.

Figure 3.10: An example of steerable pyramid decomposition.
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(a) The fused image.
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(b) Histogram of image (a).

Figure 3.11: The pixel-level fusion of visual and IR images.

level is ambiguous.

Therefore, a modified fusion method is proposed to overcome this problem. The visual

image is first enhanced by incorporating the information from IR image. To retain the

details from the visual image, the enhanced image is fused with the visual image again by

applying the multiresolution fusion algorithm. This method implements the enhancement

and fusion, but it is totally different from the approach in [34], where visual image is

enhanced first and then fused with the IR image. The approach presented in [34] meets the

same problem as the direct fusion.

To enhance the visual image, the visual image, Ivisual(x, y), and IR image, IIR(x, y),

are first normalized to the range [0, 1] and we get I ′visual (x, y) and I ′IR (x, y). Motivated by

the adaptive enhancement strategy as shown in equation (3.3), we used the normalized IR

image as the exponential factor. Then, the enhanced image is obtained from:
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Ien
visual (x, y) = 255I ′visual (x, y)I′IR(x,y) (3.18)

For a wide-area surveillance application, detection of human body, which is of higher tem-

perature variance, is achieved by identifying the pixels with larger intensity value in the IR

image. The exponential function can enhance this difference in the visual image.

Such enhancement can be illustrated with Figure 3.12. If we have two pixel values from

IR and visual image, the enhanced pixel value can be easily located from the mesh surface

in Figure 3.13.

Then, the enhanced image Ien
visual (x, y) is fused with the visual image Ivisual (x, y) by

using the steerable pyramid based fusion algorithm (steer fuse) [69]:

S (x, y) = steer fuse (Ivisual (x, y) , Ien
visual (x, y)) (3.19)

In the implementation, four oriented band-pass filters are employed in the steerable pyra-

mid algorithm. The decomposition level is four. The same setup is used throughout the

experiment. The final result is shown in Figure 3.12(c). The background information is

retained well while the human body is successfully highlighted.

3.5 More Results

The modified scheme is validated with nine groups of images (Figure 3.14-Figure 3.22).

For each group there are four images: (a) the visual image; (b) the infrared image; (c) the

result of MRA-based pixel-level fusion result; and (d) obtained with the proposed method.

We assume the visual and the infrared images in the experiments are perfectly registered.

The nine groups of images are retrieved from [79].



3.5 : More Results 65

(a) The enhanced image Ien
visual (x, y).
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(b) Histogram of (a).

(c) The fused image S(x, y).
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(d) Histogram of (c).

Figure 3.12: The result achieved by modified fusion method.

Compared to the MRA-based pixel-level fusion, the proposed method presents the re-

sults in the visual spectrum band, which is more suitable for human perception. Hidden

features in the visual image are highlighted in the fused result. The only exception is the

example shown in Figure 3.17. The human body is not perceptible in the fused results

obtained by either of the two methods. This will be discussed in next section.

Another observation is that the MRA-based pixel-level fusion mixed the two intensity
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Figure 3.13: The enhancement function.

tables of the visual and IR image. The human body in the fused image exhibits a quite

similar appearance to that in the IR image. In contrast, our proposed method achieves a

modification of the pixel value in the visual image. The details depend on the visual image

only.

3.6 Discussion

In the results shown in Figure 3.17, neither the MRA-based pixel-level fusion nor the mod-

ified method can identify the human body, which is detectable in the IR image. In the
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.14: TNO Kayak (frame 7118a).
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.15: TNO Kayak (frame 7436a).
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.16: TNO Dune (frame 7404).

corresponding visual image, the pixels in the region of human body reach an almost uni-

form value of high intensity and the fusion process cannot reveal the insignificant difference

in intensity. In this case, the image mosaic technique can be used to generate a composite

image as described in [90]. The object (human body) needs to be identified from the IR

image first. Then, the detected object can be embedded in the visual image. However,
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.17: TNO Kayak (frame e518a).
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result (d) Modified fusion result.

Figure 3.18: Octec (frame 2).

this situation will not be a problem for the applications like surveillance or transportation,

because the high-intensity pixels already aggregate a bright and distinct spot in the visual

image, which appears to be a significant alert.

The IR image itself should be appropriate and good enough for the (human) object
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.19: Octec (frame 21).

detection. The fusion with the visual image will not contribute to such purpose. How-

ever, when the task is to provide an observation of the scene, the fusion of the two image

modalities as proposed in this chapter could be a good solution. Compared to the “direct”

MRA-based pixel-level fusion, the results obtained with the proposed method are much



3.6 : Discussion 73

(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.20: Bristol Queen’s road.

closer to the nature scene and therefore they are appropriate to human perception. In other

words, the fusion results are still presented in the visual band. Future study may investigate

if the fused image is useful for post-processing like segmentation in comparison with the

results from IR image.
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.21: TNO trees (frame 4906).

Another important issue is the objective assessment of the efficiency of the fusion algo-

rithms. This still remains a challenge for the research of image fusion, especially when no

perfect reference image is available for comparison and this is the most case in a practical

application. Current research focuses on the measurement of information transferred to the
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(a) Visual image. (b) Infrared image.

(c) MRA fusion result. (d) Modified fusion result.

Figure 3.22: TNO trees (frame 4917).

fused image from the source images as described in Chapter 5 and 6. Experimental re-

sults on the evaluation will be presented in Chapter 6. Such measurement is valid for most

cases. However, is a composite image, which contains the edges and boundaries from both

IR and visual images, always the most optimal one for human perception, like the images

in our experiments? Again, the answer is “no”. The fusion operation should be able to
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convert the features from one spectrum band to another spectrum band rather than simply

transfer those features. This could be the requirement for the applications where the fused

images are presented for human perception instead of an automated processing or analysis

procedure. Thus, the human factor issue needs to be considered.

In our method, the IR intensity value is simply used as the exponential function to

enhance the visual image. More sophisticated functions may be considered in our future

work, for example, the IR image can be segmented first and each segment can be applied

with different functions upon the requirements.

3.7 Conclusion

In this chapter, a modified fusion process for night vision applications is presented. The

method is straightforward and easy to implement. No empirical parameters need to be

estimated and manually adjusted. Usually, a visual image is fused with the corresponding

infrared image at the pixel level with MRA-based algorithms. However, the presentation

of information is not optimal, because the features exhibiting in the range of visual band

is more suitable for human perception. In the proposed method, the visual image obtained

in an environment of poor visibility or inadequate illumination, is first enhanced by using

the corresponding infrared image as the exponential factor. The enhanced result is then

fused with the visual image to highlight the features in the visual spectrum band. In the

fused result, the objects with higher radiation of heat are highlighted while the features

from visual image are enhanced as well. This will help a driver to identify the obstacles

or pedestrians on the road or improve the awareness of the environment in a surveillance

application.

In the experiment, the fusion was implemented with the Simoncelli steerable pyramid.

There are other options as described in section 3.2. The study on the evaluation of the
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fusion performance of different algorithms will be presented in Chapter 6.



Chapter 4

Concealed Weapon Detection and

Visualization in a Synthesized Image

4.1 Introduction

T HE image fusion technique provides a solution to combine information from mul-

tiple images and is able to generate a single image that gives a more accurate or

complete description of the scene than any of the individual source images [5]. An ex-

ample is the context enhancement presented in Chapter 3. However, there is no universal

solution for all applications. Based on requirements of the concealed weapon detection ap-

plication, there are different ways to implement the multi-modal image fusion process. The

principle is illustrated in Figure 4.1. The first purpose of fusion is to facilitate the detection

process. Like the circle in Figure 4.1, the fusion operation is to achieve an enhanced result

to facilitate further analysis, recognition, or classification. Varshney et al. presented an au-

tomatic procedure to register and fuse infrared (IR) and millimeter wave (MMW) images

in [9]. However, the study on how the further analysis can benefit from the fusion result

78
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is not available yet. The second purpose for CWD fusion is to locate human subjects with

possible concealed weapons by fusing electro-optical (EO) and IR/MMW images [38].

Like the face and moon in Figure 4.1, the fused image contains both the personal informa-

tion, i.e. facial pattern and the highlighted concealed weapon regions. This fusion is carried

out at the pixel level as well. A human operator is presented with a composite image, with

which the operator can respond accurately and promptly [38, 11, 60]. Another important

issue has not been addressed yet is the “privacy rights”. The multi-modal image device

should not be used as a tool for voyeurism [91]. Therefore, the fusion algorithm must be

tuned to reveal only the concealed weapon’s information instead of personal privacy to the

operators. The work presented in this chapter will focus on the second scenario, where a

visual image is involved. In this chapter, the terminology “concealed weapon detection” is

used to refer to the second topic aforementioned.

Figure 4.1: The illustration of image fusion techniques for concealed
weapon detection applications. (a) and (b) are input images
while (c) is the fusion result.

The philosophy of the approach presented in this chapter is different from previously

published work, where a pixel-level fusion is carried out to the whole image. In this study,

the weapon is first detected from an IR image by an unsupervised clustering algorithm,
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namely fuzzy k-means clustering. The feasibility of the clustering algorithm on IR or

MMW image is investigated. The detected region is used as a mask signal for the multires-

olution image mosaic (MRIM) process. The steerable pyramid is employed to decompose

and reconstruct the two images. The reconstruction generates the final result. The rest

of the chapter is organized as follows: A problem review is presented in section (4.2). A

two-step scheme for synthesizing a composite image is described in section (4.3). Exper-

imental results can be found in section (4.4). Discussion and conclusion are presented in

section (4.5) and (4.6) respectively.

4.2 Problem Review

As IR-based CWD method is concerned, the basic principle is that the IR can image in-

frared radiation emitted by a human body, which is absorbed and re-emitted by cloth-

ing [38]. When there is a concealed weapon underneath the clothing, the radiation may

vary. Thus, IR imaging can detect the concealed weapon and give the indication of its

presence, when the clothing is tight, thin, and stationary. For normally loose clothing, the

emitted IR radiation will be spread over a larger clothing area and causes the false alarm

in the detection. Therefore, a longer wave length with a good penetration of clothing is

preferred in such a scenario. In this chapter, we use the available IR images to test the

algorithms. These algorithms can be applied to other nonvisual image data, for example,

the MMW image.

To identify the procedure of processing CWD data, two schemes are presented as the

flowcharts in Figure 4.2. The first one in Figure 4.2(a) was proposed by Slamani et al.

in [92], where the filtering of noises was carried out after the fusion operation. The authors

proposed another one (Figure 4.2(b)) in their recent publications [93, 38]. The second

0Concealed weapons do not have to use metallic material.
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procedure is preferred in most cases, because the pre-processing needs to be applied before

any further analysis is carried out. The pixel-level image fusion will retain salient features

no matter whether these features are relevant or not. Such prominence will be presented in

the final fused result and should be avoided.

(a) Slamani’s procedure [92].

(b) Vashney’s procedure [93].

Figure 4.2: The signal processing procedures for CWD.

Slamani et al. also proposed a mapping procedure consisting of three stages in [94].

The first stage is threshold computation, which segments the original image into a number

of binary scenes. A low-pass filter and a high-pass filter are used to group pixels and detect

edges for each scene in the second stage. At the third stage, a composite is obtained by

summing all the processed sub-images together. This procedure actually accomplished a
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clustering of pixels with common features and will directly affect the systematic perfor-

mance.

The fusion of IR and MMW images has been studied by Salmani [92] and Varshney [9]

respectively. In [7] and [6], Uner and Slamani fused multiple IR images with a discrete

wavelet transform. In [11], Xue and Blum did an extensive study on fusion of visual and IR

images with different MRIF algorithms. The fused results were evaluated by a number of

quantitative metrics. However, the visual quality of the fused image was degraded in most

of the experimental results. The problem is that the MRA algorithms try to keep the salient

features of images no matter whether the substance is really useful or not. The disadvantage

of the MRIF approach is that when the two source images are of great difference, the

selecting or even the averaging of the low pass components will cause the “block” effect

in the fused result. In other words, the reconstruction is not stable. Lately Xue presented

a new color-based fusion algorithm, in which IR image is fused with color channels [60].

Yang et al. employed the expectation-maximization algorithm to estimate the optimal scene

in [58].

As described in [38], the further processing is towards an automatic weapon detection.

Commonly used object extraction approaches are based on thresholding or segmentation

techniques. In Slamani’s mapping procedure A’SCAPE [6], homogeneous regions are sep-

arated by applying a series of threshold values followed by a low- and high-pass filtering

operation. The basic idea is to group pixels in homogeneous regions. In [9], the authors

suggested using Otsu’s thresholding method [95] to the fused result of IR and MMW im-

ages. However, there is no study on assessing the performance of these approaches so far.

Current available fusion techniques for a CWD application are summarized in Table 4.1

and the details will not be repeated herein.
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Table 4.1: The summary of the image fusion techniques for CWD.

Image modality Method Achievement References
fusion of two IR
images

spline wavelet transform
and Burt’s fusion rule [5]

obtain more complete
and detailed informa-
tion

Üner [7],
Slamani [6]

fusion of IR and
MMW images

facilitate the shape ex-
traction process

Slamani [92],
Varsh-
ney [9]

fusion of IR and
visual images

comparison of 15 MRA
fusion algorithms

retain the fidelity of
facial pattern and
highlight the concealed
weapons

Xue [11]

color-channel fusion Xue [60]
expectation maximization
(EM) algorithm

Yang [58]

EM and hidden Markov
model

Yang [96]

region-based EM algo-
rithm

Yang [97]

image mosaic Liu,
Blum [90,
98]

An example for CWD is shown in Figure 4.3. Picture on the left is the visual image

while the corresponding IR image is on the right. For visualization purpose, the inverse

image is used, i.e. the higher intensity value corresponds to the lower temperature point.

The concealed weapon can be visually detected from the IR image. Current study on

multiresolution image fusion for CWD is to generate a composite image for the operator

or an automated analysis procedure as shown in Figure 4.4(a). We suggest a new image

processing framework in Figure 4.4(b). Each pixel from the IR and/or MMW images is

classified with a confident value as belonging to either a weapon or a non-weapon region.

0The input images are assumed to be fully registered.
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This can be implemented at a higher level (decision level instead of pixel level). The

detected region is further segmented by a predefined confidence threshold and embedded

into the corresponding visual image by using a multiresolution image mosaic (MRIM)

technique, which can achieve a seamless boundary between host image and embedded

regions. In this work, only the selected (weapon region) parts are synthesized with the

visual image, because other parts does not contribute to the weapon detection at all.

(a) Visual image. (b) Infrared image.

Figure 4.3: An example of image pair for CWD.
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(a) Previous solution.

(b) Proposed method.

Figure 4.4: The image processing architectures for CWD applications..

4.3 A Two-Step Scheme for Synthesizing a Composite Im-

age

The objective of synthesizing a visual and non-visual image is to retain the information of

both the personal identification and the concealed weapons. It is obvious that the IR image

contributes little to the facial identification in the case of being fused with a visual image.

Therefore, a simple combination may degrade the quality of the fusion result for facial

identification. The detection of concealed weapon depends on the operation of the infrared
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sensor, because the pixel value of the IR image reflects the variations in temperature. If the

infrared sensor cannot find out the concealed weapon, the fusion with a visual image will

not generate a useful result. The temperature variance of different objects, i.e. weapon,

clothing, and body, can be identified by using an unsupervised clustering approach. A

two-step scheme consisting of a detecting and an embedding operation is proposed next.

4.3.1 Concealed Weapon Detection

Fuzzy k-means Clustering

Fuzzy k-means clustering assigns a membership grade to a data point belonging to certain

cluster [99]. It is an unsupervised approach for data clustering through seeking a minimum

of heuristic global cost function [99]:

J =
c∑

i=1

n∑
j=1

[
P̂

(
ωi

∣∣∣xj, θ̂
)]b

(xj − µi)
2 (4.1)

where the probability P̂
(
ωi

∣∣∣xj, θ̂
)

stands for the fuzzy membership of pixel xj (j = 1 · · ·n)

in a cluster ωi (i = 1 · · · c), and there are in total c clusters in the data set. The mean value

for each cluster ωi is µi. The number b is a free parameter chosen to adjust the blending

of different clusters, while θ̂ is the parameter vector for the membership functions. The

probabilities of cluster membership for each pixel are normalized as:

c∑
i=1

P̂ (ωi |xj ) = 1, j = 1, · · · · · · , n (4.2)

The minimization of the cost function in equation (4.1) leads to the solutions [99]:
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µj =

∑n
j=1

[
P̂ (ωi |xj )

]b

xj

∑n
j=1

[
P̂ (ωi |xj )

]b
(4.3)

and

P̂ (ωi |xj ) =
(1/dij)

1/(b−1)

∑c
r=1 (1/drj)

1/(b−1)
and dij = (xj − µi)

2 (4.4)

The cluster means and point probabilities are estimated iteratively until there is only small

change in µj and P̂ (ωi |xj ).

By applying the fuzzy k-means clustering algorithm to the IR images, a set of clustered

images are obtained. The idea is similar to Slamani’s SMP [92] in grouping pixels in

homogeneous regions. It is observed that the cluster corresponding to the highest center

value is the collection of the points in the concealed weapon region. By applying a proper

threshold value, a binary mask image is obtained and used for the mosaic operation.

The fuzzy k-means clustering algorithm needs the number of clusters as an input param-

eter, which can be determined empirically. Calculating validity measure indexes can help

to estimate the goodness of the fuzzy clustering algorithm and find the optimal number of

clusters [100]. Herein, four validity indexes are employed, i.e. partition index(SC), separa-

tion index(S), Xie and Beni’s index(XB), and Dunn’s index(DI) [100]. Detailed description

and implementation of these metrics are available in [101, 102, 103, 100].

A small cluster number is better for computational efficiency. The clustering accuracy

should be considered when the cluster number is determined. In Figure 4.5, SC and S index

hardly decrease at point 8 while XB and DI reach their local minimum at the same point.

Therefore, in our experiments, we select eight as the initial number of clusters for the IR

images.



88 Chapter 4 : Concealed Weapon Detection and Visualization in a Synthesized Image

2 4 6 8 10 12 14
0

0.5

1

1.5
Partition Index (SC)

Cluster Number

(a)

2 4 6 8 10 12 14
0

0.5

1

1.5
x 10

−4 Separation Index (S)

Cluster Number

(b)

2 4 6 8 10 12 14
0

200

400

600

800
Xie and Beni Index (XB)

Cluster Number

(c)

2 4 6 8 10 12 14

0.7

0.8

0.9

1
Dunn’s Index (DI)

Cluster Number

(d)

Figure 4.5: The clustering indexes (a) partition index, (b) separation
index, (c) Xie & Beni index, and (d) Dunn’s index, with
different cluster numbers.
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Region of Interest (ROI) Enhancement

The aforementioned approach provides another advantage that particular processing can

be applied to the region of interest partitioned by the mask image. On one hand, the syn-

thesized image is evaluated by the operator; on the other hand, in the further processing,

different algorithms can be applied to the different ROI regions respectively. For example,

if we again apply the fuzzy k-means clustering algorithm to the ROI of an IR image, the

shape of the weapon can be detected through finding out the cluster with the highest center

value. With this information, the weapon in the IR image can be enhanced. If only the

shape is enhanced, we can simply multiply the IR image with a gain map in which the

value in the weapon region is larger than 1. Another enhancement scheme is to use the

corresponding membership map from the IR image:

IIR (x, y) = IIR (x, y) (1 + α · FROI (x, y)) (4.5)

FROI (x, y)is the corresponding ROI fuzzy membership map. The pixel with the higher

membership value is emphasized more by the parameter α. The next step is to follow

previously descibed procedure to mosaic the visual image and the enhanced IR image.

4.3.2 Embedding in a Visual Image

The idea of multiresolution image mosaic is to combine two or more images into a compos-

ite one with an invisible seam [5, 104]. The general procedure is shown in Fig. 4.6. Like

the multiresolution image fusion process, the input images are decomposed by a certain

multiresolution algorithm Ψ. Meanwhile, the Gaussian pyramid of the binary mask image

is constructed GIN (x, y) , · · ·GI2 (x, y) ,GI1 (x, y), where N is the decomposition level.

The new image components can be formed by the weighted sum with the Gaussian image

components. There are several ways to achieve this.
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Figure 4.6: The procedure for multiresolution image mosaic.
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The first implementation is achieved by the weighted summation of every image com-

ponents. Recall the representation of a decomposition with the steerable pyramid:

I (x, y) →
(

LI (x, y) , BIj
i (x, y)

∣∣∣j=1...K
i=1...N , HI (x, y)

)
(4.6)

The low-pass, band-pass, and high-pass component are LI(x, y), BIj
i (x, y), and HI(x, y)

respectively. The formulae are given below:

HI (x, y) = GI1 (x, y) ·HIIR (x, y) + (1−GI1 (x, y)) ·HIV (x, y) (4.7)

BIj
i (x, y) = GIi (x, y) ·BIj

IRi (x, y) + (1−GIi (x, y)) ·BIj
V i (x, y) (4.8)

LI (x, y) = GIN (x, y) · LIIR (x, y) + (1−GIN (x, y)) · LIV (x, y) (4.9)

The new image components will be used to reconstruct the composite image. The sec-

ond implementation uses the edge information of the mask image map. The original edge

map can be easily obtained by the Canny edge detector. Instead of generating a Gaussian

image pyramid, through the down-sampling operation, we can get a set of edge images

EN (x, y) , · · ·E2 (x, y) ,E1 (x, y) and mask images MN (x, y) , · · ·M2 (x, y) ,M1 (x, y). Now,

the combination formulas become:





IIR (x, y) M (x, y) = 1, E (x, y) = 0

(IIR (x, y) + IV (x, y))/2 M (x, y) = 1, E (x, y) = 1

IV (x, y) M (x, y) = 0, E (x, y) = 1

(4.10)

LI (x, y) = MN (x, y) · LIIR (x, y) + (1−MN (x, y)) · LIV (x, y) (4.11)

The operation will copy the corresponding regions from the visual and IR images to
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the new image component, i.e. “cut and paste”. At the edge between the two regions, an

average operation is applied. In above equations, IIR (x, y), IV (x, y), and I (x, y) stand

for the high- and band-pass image components of IR, visual, and new images respectively.

For the low-pass component, we do not use the edge to smooth the transition zone. The

discussion can be found in section 4.5. The third implementation differs from the first in

the combination of low pass components. For the high-pass and band-pass components,

equation (4.7) and (4.8) are applied. The low pass component from the visual image is

retained as the new low pass component for reconstruction; or a weighted summation is

implemented in the marked weapon region by the mask image map. Such operations can

also be applied for texture mapping [104].

4.3.3 Result Assessment

An ideal solution for evaluating the fused image is to compare it with a reference image,

which is assumed to be perfect. However, such reference image is not available in advance

for the CWD application. The success of the application largely depends on whether the

suspicious regions can be detected or not. Therefore, the classification metrics, accuracy

and reliability, are employed herein. An illustration to interpret this concept is given in

Fig. 4.7. Suppose A is the ground truth (true weapon region), B is the detected result

(detected weapon region) and C is the overlap between A and B. The accuracy is defined as

the ratio between the positively true and all pixels that are used as the ground truth of this

class, i.e. C
A
× 100%, while the reliability is expressed as C

B
× 100%, i.e. the ratio between

the positively true and all pixels classified as this class. A large accuracy value together

with a higher reliability indicates a good classification result.
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Figure 4.7: Illustration for accuracy and reliability assessment.

4.4 Experimental Results

The multi-sensor image data was collected at the Signal Processing and Communication

Laboratory (SPCL) of Lehigh University. There are nine pairs of visual and IR images

shown in Figure 4.8. In the following experiments, we assume: 1) the visual image and IR

image are fully registered; 2) both the visual and IR image are background subtracted; and

3) there is a concealed weapon in each scene.

In the first part of the experiment, the first pair of images in Figure 4.8 was integrated

by image fusion algorithms. Figure 4.9 presents the results obtained by applying Laplacian

pyramid, Daubechies wavelet and Simoncelli steerable pyramid based fusion algorithms re-

spectively. The coefficient combination rule is: averaging the low pass image components

and applying the maximum selection rule to the high pass components. More sophisticated

rules and algorithms were implemented in [5, 70, 63]. The steerable pyramid based al-

gorithm was presented in [69] and applied to the image pair in Figure 4.8(a) and 4.8(b).
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(a) A-1 (b) A-2 (c) B-1 (d) B-2

(e) C-1 (f) C-2 (g) D-1 (h) D-2

(i) E-1 (j) E-2 (k) F-1 (l) F-2

(m) G-1 (n) G-2 (o) H-1 (p) H-2

(q) I-1 (r) I-2

Figure 4.8: Multi-sensor images used for testing in the experiment:
totally eight groups are involved (A-I).
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Figure 4.9(c) and 4.9(d) give the results. The facial pattern is obscure in the pixel-level

fusion results, although the weapon region can be observed to some extent.

In the second part of the experiments, the multiresolution image mosaic was imple-

mented. As described in section 4.3.2, there are three approaches that come with the mul-

tiresolution mosaic scheme. To apply the mosaic algorithm, the mask signal needs to be

extracted. In Figure 4.10(a), the segmented result by applying fuzzy k-means clustering

algorithm is shown. By selecting the cluster with the highest center value and applying a

proper threshold value, the binary image map was obtained and given in Figure 4.10(b).

In the experiment, the points in this cluster with a fuzzy membership value larger than 0.1

were collected and averaged. The averaged value was selected as the threshold. With the

binary mask image, the visual and IR images were synthesized by the proposed algorithms.

The decomposition level of the multiresolution representation does affect the results. We

gave the results with two, three, and four level decomposition in Figure 4.11.

Table 4.2: Comparison of the Fuzzy k-means clustering results with
different initial cluster number.

Cluster number 8 10 13 16 19 22 25 30 40
False positive 0.5146 0.4314 0.3718 0.3444 0.3014 0.3014 0.2819 0.2552 0.2552
True positive 1 1 0.9721 0.9604 0.9249 0.9249 0.9106 0.901 0.901

To see how the number of clusters affects the detection of weapon region in terms of

accuracy and reliability measurements, we used a set of numbers in Table 4.2 to cluster

IR image of Figure 4.8(b) and compared the detected results with a manually generated

reference image. Figure 4.12 shows the curve. A larger cluster number can achieve a

higher reliability at the cost of losing accuracy; meanwhile, a larger number will introduce
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(a) (b)

(c) (d)

Figure 4.9: Image fusion results achieved by (a) Laplacian pyramid; (b)
Daubechies wavelet four; (c) Simoncelli steerable pyramid
(averaging for low-pass component and maximum selection
for band- and high-pass components); and (d) Simoncelli
steerable pyramid with sub-band images integrated by
Laplacian pyramid).
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Figure 4.10: (a) Clustered image by fuzzy k-means clustering
algorithm; (b) binary mask image obtained from the
clustered result; and (c) histogram of IR image.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.11: Mosaic results achieved by applying the multiresolution
approach one at different decomposition level (a) 2, (b) 3,
and (c) 4; approach two at decomposition level (d) 2, (e) 3,
and (f) 4; approach three at decomposition level (g) 2, (h)
3, and (i) 4.
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computational loads. For the CWD application, a higher accuracy has the priority over the

reliability in most cases.
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Figure 4.12: The effect of cluster number for IR image of Group A in
Figure 4.8(b)

.

In addition, we compared the fuzzy k-means clustering method with the expectation-

maximum (EM) clustering and k-means clustering methods. The three clustering algo-

rithms were applied to the nine groups of multi-sensor images with the same cluster number

8. The results of accuracy and reliability assessments are listed in Table 4.3 and illustrated

in Figure 4.13.

In terms of classification rate, the fuzzy clustering does not show obvious advantages

over the other approaches. Nevertheless, the outputs of fuzzy clustering can be used to en-

hance the region of interest (ROI) in the IR image. The concealed weapons in Figure 4.8(d)

and 4.8(f) have explicit shapes. The enhancement may facilitate the further processing.
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Table 4.3: Comparison of clustering schemes.

Fuzzy k-means Clustering EM Clustering k-means Clustering
Accuracy Reliability Accuracy Reliability Accuracy Reliability

Group A (1) 1 0.4854 1 0.2344 1 0.3917
Group B (2) 1 0.4569 1 0.3546 1 0.3828
Group C (3) 0.9529 0.4868 0.9532 0.4455 0.9540 0.3329
Group D (4) 0.4336 0.4117 0.4946 0.4077 0.5373 0.4090
Group E (5) 0.8618 0.6695 0.8618 0.5431 0.8618 0.6217
Group F (6) 0.9254 0.5066 0.9254 0.3414 0.9254 0.3290
Group G (7) 0.9776 0.8104 0.9776 0.6150 0.9776 0.6539
Group H (8) 0.4767 0.5556 0.5100 0.5055 0.8211 0.4980
Group I (9) 0.2248 0.2412 0.3222 0.2898 0.3895 0.3117

First, we used the binary mask image to extract the ROI of the IR image. Then, the ROI

was segmented again by the clustering algorithm. The region of the concealed weapon

was further refined. By using the fuzzy membership map of the ROI, the IR image can

be enhanced according to equation (4.5). The visual image was then synthesized with the

enhanced version of the IR image. Figure 4.14 and 4.15 show the results.

From the above experiments, we can see that the third multiresolution mosaic approach

with a decomposition level two achieved a better result in terms of human perception, i.e.

a subjective assessment. Eventually, we applied this approach to the other images and give

the results in Fig. 4.16.

4.5 Discussion

The advantages of pixel-level fusion of IR and MMW images are not explicitly identi-

fied; therefore, a decision-level fusion for classification is suggested. In this study, we did
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Figure 4.13: The performance of clustering algorithms for IR image of
Group A in Figure 4.8(a).

not implement the shaded block in Figure 4.4(b), which may involve two or more long-

wavelength sensors for a decision-level fusion. Following the procedure in Figure 4.4(b),

we investigated detecting concealed weapons from the IR image and creating a compos-

ite image with visual information for an operation or avoiding privacy offense. As far as

the second scenario is concerned, the idea is to detect the concealed weapon from the IR,

MMW image, or their fusion result and embed the weapon region in the visual image.

Since the most important information provided by IR or MMW image is the region of the

concealed weapon, the other parts will not do any contribution to the specific analysis. The

critical issue is the detection of weapon from IR images. If the weapon cannot be identified,

it does not make any sense to fuse it with the visual image.

From the above experiments, we find that the multiresolution-based fusion approaches
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(a) (b)

(c) (d)

Figure 4.14: Enhancement of ROI: (a) clustered result on the ROI of IR
image; (b) enhanced IR image; (c) mosaic result with
original IR image; and (d) mosaic result with enhanced IR
image.
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(a) (b)

(c) (d)

Figure 4.15: Enhancement of ROI: (a) clustered result on the ROI of IR
image; (b) enhanced IR image; (c) mosaic result with
original IR image; and (d) mosaic result with enhanced IR
image.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.16: Experimental results achieved by applying the third
multiresolution mosaic scheme.
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do not always generate a good result. This is due to the variations in image formation

and intensity map. Furthermore, the fusion operation degraded the quality of the results

due to the integration of useless information. The face is hard to identify in the fused

image although the concealed weapon region is highlighted to some extent. Quantitative

evaluation of image fusion results is performed by comparing with a reference. The metrics

for comparison of two images like root mean square error, correlation, and signal to noise

ratio are employed [11], but these values do not assure the fidelity of the fused image. The

quality of the fused image can be tested by further processing, such as face recognition or

weapon template matching, if applicable. A better fusion result should facilitate the further

processing. With the mosaic technique, the visual image’s quality can be preserved. The

objective assessment of the results is accomplished by using the accuracy and reliability

measurements once the threshold value is selected.

The advantage of using fuzzy k-means algorithm is that the clustered pixels are ac-

companied with a membership value ranging from 0 to 1, which provides additional in-

formation, i.e. to what extent we can trust the results. As shown in the experiment, the

membership map can also be used for enhancement of the detected ROI region. The clus-

tering does introduce the false alarm due to the “noise” in the IR image, which may come

from the background. The detection of foreground object is not a difficult problem to solve.

One solution is to use the technique for background subtraction in [105]. A camera calibra-

tion procedure is given in [49]. Thus, the processing can be focused on the derived target

object. An example is shown in Figure 4.16(c), where the region under that person’s left

arm should be the backrest of the chair. However, this region is also detected and embed-

ded in the corresponding visual image (see Figure 4.16(c)), although this does not affect

the subjective evaluation. Besides, the IR imager distinguishes the weapon from the other

part of the body based on the temperature distribution. The bottom edge of the pants and

the shirt or some other parts may have the same temperature as the weapon. The clustering
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algorithm may cluster those regions as concealed weapon too. This does happen to most

of the images in Fig. 4.8. The IR imager has its limitation and does not assure a hundred

percent detection. Therefore, in order to improve the probability of detection, other image

sensor like millimeter wave imager or ultrasound imager can be employed to decrease the

uncertainty with more complementary information. The study on probability of detection

(POD) should be carried out and higher level fusion can be considered. As suggested by

Currie et al. [106], the best use of MMW is for CWD at short range while the best use

of IR imager is for wide-area surveillance under poor lighting conditions. The algorithm

proposed in this chapter can be applied to visual MMW image pairs.

So far as the multiresolution image mosaic is concerned, one observation is that the

process with a larger decomposition level degrades the mosaic results. This is not always

true and largely depends on the size of the region (image) to be embedded. When the

region is relatively small, as the test images in this chapter, at a lower resolution, the image

components will be blurred by the weighted summation with the Gaussian components of

the binary mask image. This also happens to the edge-based mask image. Nevertheless, a

lower-level decomposition is good for improving the computational efficiency.

In a practical CWD application, the first question to answer is whether there is a weapon

concealed underneath clothing. This is a critical step of the whole CWD process. However,

this topic is beyond the range of this chapter. This issue is related to the capability of a spe-

cific detecting technique, which can be represented by a “probability of detection” (POD)

value. As illustrated in Figure 4.4, only when the weapon is present, the combination with

a visual image is reasonable. By the way, it is worth mentioning that color-based approach

may also be able to provide an effective solution, although this chapter does not cover this

topic.
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4.6 Conclusion

In this chapter, a scheme based on multiresolution mosaic for concealed weapon detection

is presented. The synthesized images are objectively assessed. Certain criteria should be set

up to estimate the quality of image mosaic process. The technique will enhance the portal

detection for potential threats at the airport or other sensitive locations. The procedure

includes two steps: 1) weapon region detection from the IR image and 2) the ROI (detected

weapon) mosaic on the visual image. This strategy clarifies the task for each stage, i.e. what

to detect and how to combine the results. The multiresolution mosaic technique provides a

way to combine two images seamlessly. In the synthesized image, the fidelity of the visual

image is preserved well while the concealed weapon is highlighted. An enhancement of

the ROI will further facilitate the process. The disadvantage is that the detection algorithm

may introduce false positive or false negative error. This is partly due to the limitation of

the IR image sensor itself. To improve the probability of detection, information fusion with

other image sensors like a millimeter wave imager remains the work for the future.



Chapter 5

The Use of Phase Congruency for

Reference-based Assessment

5.1 Introduction

A S demonstrated in Chapter 3 and 4, the image fusion can be implemented with

different (multiresolution) algorithms. In order to identify the performance of the

algorithm for a specific application, there raises the problem of fusion performance assess-

ment. The assessment of a fused image can be carried out by comparing it with a reference

image, which is assumed to be perfect for a specific application. Usually, such compari-

son is implemented on pixel-based operations, like mean square error (MSE) or root mean

square error (RMSE). However, such operations’ performance is questionable because the

same MSE or RMSE value does not always assure a comparable image similarity under

different distortion to perceptually significant features [107].

According to Wilson et al. [108], there are three major methods to compare images: hu-

man perception, objective measures based on theoretical models, and subjective measures

108
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defined mathematically. In their publication [108], the authors used a distance measure of

two sets of pixels to characterize the numerical difference between two images. Metrics

for binary image (∆b) and gray-scale image (∆g) comparison were developed respectively.

Lees et al. used a phase-only approach for printed circuit board (PCB) inspection [109].

The phase-only imaging has the advantages of being light intensity invariant, insensitive

to illumination gradients, and tolerant to misregistration. Therefore, it is suitable for the

application of PCB inspection in electronic packaging industry. Lorenzetoo and Kovesi

developed this work by computing the phase difference for distortion measurement [110].

The superority of the proposed algorithm is its ability to discriminate translation from dis-

tortion.

In practical applications, some post-processing largely depends on the availability of

image features. Operations, like classification, segmentation, and quantification, will be

carried out in a feature space. Therefore, the availability of image features plays an im-

portant role for further analysis. This chapter proposes two new methods to quantitatively

assess image by employing a phase congruency measurement proposed by Kovesi [3, 111].

The phase congruency measurement provides an absolute measure of image features like

step edges, lines and Mach bands; therefore, it is viewing condition-independent and ir-

respective of image illumination and magnification. In the first method, a local cross-

correlation of the phase congruence map is calculated for the fused image and reference

image. The averaged value provides a quantitative assessment of the overall image similar-

ity. In the second method, a modified image structural similarity measurement (SSIM) is

implemented by replacing the structure component s(a, b) with the correlation between the

phase congruency maps. Experiments are carried out on standard images and fused images.

This chapter deals with the reference-based methods for fusion performance assessment

and next chapter will move to the evaluation without a reference. The rest of this chapter



110 Chapter 5 : The Use of Phase Congruency for Reference-based Assessment

is organized as follows: the available solutions for image comparison are presented in sec-

tion (5.2). In section (5.3), a description of the phase congruency measurement is provided.

Then, two reference-based metrics are proposed in section (5.4). Experimental results are

demonstrated in section (5.5). Discussion and conclusion can be found in section (5.6)

and (5.7) respectively.

5.2 Typical Solutions

There are a number of metrics available for image comparison. The commonly used ap-

proaches include root mean square error, normalized least square error (NLSE), the peak

signal to noise ratio (PSNR), and correlation (CORR). The definition of these metrics are

given in equation (5.1)-(5.4), where I (x, y) and F (x, y) stand for the reference and input

(fused) image respectively and L is the maximum pixel value. The size of the two im-

ages is M-by-N. The advantage of the these methods is the simplicity and computational

efficiency. However, there is the possibility that images with a similar RMSE value may

exhibit a quite different appearance. It is a disadvantage of the RMSE method.

RMSE =

√∑M
x=1

∑N
y=1 [F (x, y)− I (x, y)]2

MN
(5.1)

NLSE =

√√√√
∑M

x=1

∑N
y=1 [F (x, y)− I (x, y)]2

∑M
x=1

∑N
y=1 [F (x, y)]2

(5.2)

PSNR = 10 log10

(
L2

1
MN

∑M
x=1

∑N
y=1 [F (x, y)− I (x, y)]2

)
(5.3)

CORR =
2
∑M

x=1

∑N
y=1 F (x, y) I (x, y)

∑M
x=1

∑N
y=1 R (x, y)2 +

∑M
x=1

∑N
y=1 I (x, y)2

(5.4)
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Table 5.1: The notation for equation (5.1)-(5.5).

I(x, y) reference image
F (x, y) fused image

L maximum pixel value
PI(g) probability of value g of the reference image
PF (g) probability of value g of the fused image

hIF (u, v) normalized joint histogram of the reference image and he fused image
hI(u) normalized marginal histogram of the reference image
hF (v) normalized marginal histogram of the fused image

More sophisticated methods include difference entropy (DE), mutual information (MI),

and structural similarity index measure [53, 39]. The difference entropy between two im-

ages reflects the difference between the average amount of information they contained. It

is defined as:

DE =
∣∣∣
∑L−1

g=0
PF (g) log2 PF (g)−

∑L−1

g=0
PI (g) log2 PI (g)

∣∣∣ (5.5)

where PI (g) and PF (g) are the probability of pixel value g for the reference and input

image respectively. The mutual information between the input and reference images is

defined on the normalized joint gray level histogram hFI (u, v) and normalized marginal

histogram of the two images i.e. hF (u) and hI (v):

MI =
∑L

v=1

∑L

u=1
hFI (u, v) log2

hFI (u, v)

hF (u) hI (v)
(5.6)

The notation for the equation (5.1) to (5.5) is given in Table 5.1. The SSIM algorithm is

presented with the equation (2.7) in Chapter 2.

The purpose of this section is not to provide a full list or review of the available image

comparison metrics. New solutions are still being developed and proposed. Only the typical
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metrics, which have been frequently used to evaluate the performance of image fusion

algorithms, are described and used in the following experiments.

5.3 Image Feature from Phase Congruency

5.3.1 The Concept of Phase Congruency

Gradient-based image feature detection and extraction approaches are sensitive to the vari-

ations in illumination, blurring, and magnification. The threshold applied needs to be mod-

ified appropriately. A model of feature perception named local energy was investigated by

Morrone and Owens [112]. This model postulates that features are perceived at points in

an image where the Fourier components are maximally in phase. A wide range of feature

types give rise to points of high phase congruency. With the evidence that points of maxi-

mum phase congruency can be calculated equivalently by searching for peaks in the local

energy function, the relation between the phase congruency and local energy is established;

that is [113, 114]:

PC(x) =
E (x)∑

n An (x) + ε
(5.7)

E (x) =
√

F 2 (x) + H2 (x) (5.8)

where PC (x) is the phase congruency at some location x and E (x) is the local energy

function. An represents the amplitude of the nth component in the Fourier series expan-

sion. A very small positive constant ε is added to the denominator in case of small Fourier

amplitudes. In the expression of local energy, F (x) is the signal with its DC component

removed and H (x) is the Hilbert transform of F (x).
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5.3.2 Implementation of Phase Congruency Algorithm with the Log-

arithmic Gabor Filter

Kovesi proposed a scheme to calculate phase congruency using logarithmic Gabor wavelets [3,

113, 115, 114, 116], which allow arbitrarily large bandwidth filters to be constructed while

still maintaining a zero DC component in the even-symmetric filter. However, when there

are few high frequency components in the signal, the frequency spread is reduced. The

phase congruency will be one everywhere if the signal is a pure sine wave. To counter

this problem, a weighting function W (x) is constructed to devalue phase congruency at

locations where the spread of filter response is narrow. To further enhance the calculation,

Kovesi brought in a more sensitive phase deviation ∆Φ(x) to define the phase congruency,

i.e.

∆Φ (x) = cos
(
φn(x)− φ̄(x)

)− | sin (
φn(x)− φ̄(x)

) | (5.9)

where φn(x) and φ̄(x) are the phase angle and overall mean respectively. The equation of

the new phase congruency measure now becomes [113, 114]:

PC(x) =

∑
n W (x) bAn(x)∆Φn(x)− T c∑

n An(x) + ε
(5.10)

where bc denotes that the enclosed quantity is not permitted to be negative. Here, T is

an estimated compensation for the noise influence. The detailed implementation of the

algorithm is given in Appendix A.

To extend the algorithm to images, the one-dimensional analysis is applied to several

orientations and the results are combined. The 2D phase congruency can be expressed

as [113, 114]:
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PC (x) =

∑
o

∑
n Wo(x) bAno(x)∆Φno(x)− Toc∑

o

∑
n Ano(x) + ε

(5.11)

where o denotes the index over orientation. The noise compensation To is performed in each

orientation independently. By simply applying the Gaussian spreading function across the

filter perpendicular to its orientation, the one-dimensional Gabor filter can be extended into

two dimensions. The orientation space can be quantified using a step size of π/6, which

results in six different orientations. For an extensive discussion of the underlying theory,

references [114, 113] are recommended.

A flowchart that describes the procedure of computing the image phase congruency

map of image “Einstein” is given in Figure 5.1. Only one orientation is shown and the final

result (phase congruency map) is obtained by summing the results along all the predefined

orientations.

5.4 Reference-based Assessment for Image Fusion

5.4.1 Image Similarity Measurement

The comparison of images can be carried out by comparing their corresponding phase

congruency features. It is appropriate to evaluate the space-variant features locally and

combine them together [40, 53]. As suggested by Wang et al. [40], a sliding window of

size 5-by-5 is moved from top-left to bottom-right of the image. Thus, at each location,

we have a sub-block image. A straightforward solution is to compare (sub-block) images

with their phase congruence maps based on the cross-correlation directly [117]. However,

in a phase congruency map, the sub-block window could be blank, i.e. all the feature

points are zero at the locations without any features or with a local energy value less than

the threshold value To in equation (5.11). The immediate result cannot be obtained due
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Figure 5.1: The calculation of phase congruency map (one orientation
is presented).
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to the zero in the denominator of cross-correlation’s expression. Figure 5.2 indicates an

alternative procedure to calculate the local cross-correlation.

Figure 5.2: The Pref metric for reference-based evaluation.

First, the pixels in the sub-block window from the two images are summed respectively

to get the results A and B. The summation and product of these two values are C and
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D respectively. If the summation C appears to be zero, which means both A and B are

zero and these two image blocks are totally matched. Therefore, the corresponding cross-

correlation value should be set to 1. When the block is different, i.e. C 6= 0 and D = 0 ,

the cross-correlation value is set to 0. Otherwise the value is computed by the zero-mean

normalized cross-correlation (ZNCC) [117] in equation (5.12):

ZNCC =

∑M
x=1

∑N
y=1

(
I1 (x, y)− Ī1

) (
I2 (x, y)− Ī2

)
√∑M

x=1

∑N
y=1

(
I1 (x, y)− Ī1

)2 ·∑M
x=1

∑N
y=1

(
I2 (x, y)− Ī2

)2
(5.12)

where Ī1 and Ī2 are the average value of the two M ×N images (sub-images) I1(x, y) and

I2(x, y) respectively. The final result in Figure 5.2 gives the metric Pref .

5.4.2 A Modified SSIM Scheme

The second consideration is to incorporate the phase congruency measurement into the

structural similarity framework proposed by Wang et al. [53]. The major problem with

SSIM is that it fails to measure severely blurred image [118]. A discussion of this problem

is presented in Appendix B. Chen et al. proposed edge-based structure measurement to

replace the s(a, b) component in equation (2.7) [118]. The edge direction histogram was

used to compare the edge information. Instead of using the edge direction vector, we

employ the phase congruency measurement. The feature-based SSIM (FSSIM) becomes:

FSSIM (a, b) = [l (a, b)]α [c (a, b)]β [f (ap, bp)]
γ (5.13)

Herein, the feature component is defined as the correlation of two phase congruency maps:
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f (ap, bp) =
σapbp + ε

σapσbp + ε
(5.14)

where a small constant is added to avoid the denominator being zero. Similarly, the covari-

ance and standard deviation of two phase congruence maps ap and bp are σapbp , σap and σbp

respectively. The equation (5.14) is actually an expression for calculating the correlation.

We treat the three factors equally and the parameter α, β, and γ are all set to one in the

following experiments.

5.5 Experimental Results

5.5.1 Experiments for Image Comparison

The first part of the experiments is carried out on a set of images as shown in Figure 5.3

to Figure 5.10. These images were prepared to have an identical root mean square er-

ror; however, the appearance is totally different. The original image is contaminated by

salt-pepper noise, Gaussian noise, speck noise, mean shifting, contrast stretching, blurring

operation, and JPEG compressing respectively. Besides the RMSE, a group of metrics are

also computed for the comparison: normalized least-square error, peak signal-to-noise ra-

tio, correlation, difference entropy, mutual information, structural similarity measure, and

the two proposed methods. The numerical results are listed in Table 5.2 and 5.3.

In the numerical results presented in Table 5.2, it is hardly to identify the difference

from RMSE and NLSE. PSNR does distinguish the different distortions. However, it ob-

tains a similar value for Gaussian noise and blurring operation. Although a larger value

of MI indicates a good resemblance, it is not a normalized parameter and we still need a

reference to compare. Similarly, although the zero of DE indicates a perfect match of two

images, a reference value is necessary in most cases. Table 5.3 indicates that the affects
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(a) The original “Gold Hill” image.

(b) Salt-pepper noise contaminated “Gold Hill” image.

Figure 5.3: The “Gold Hill” image (left) and its phase congruency map
(right).
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(a) Gaussian noised contaminated “Gold Hill” image.

(b) Speck noise contaminated “Gold Hill” image.

Figure 5.4: The “Gold Hill” image (left) and its phase congruency map
(right).
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(a) Mean shifted “Gold Hill” image.

(b) Contrast stretch “Gold Hill” image.

Figure 5.5: The “Gold Hill” image (left) and its phase congruency map
(right).
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(a) Blurred “Gold Hill” image.

(b) JPEG compressed “Gold Hill” image.

Figure 5.6: The “Gold Hill” image (left) and its phase congruency map
(right).
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(a) The original “Lena” image.

(b) Salt-pepper noise contaminated “Lena” image.

Figure 5.7: The “Lena” image (left) and its phase congruency map
(right).
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(a) Gaussian noised contaminated “Lena” image.

(b) Speck noise contaminated “Lena” image.

Figure 5.8: The “Lena” image (left) and its phase congruency map
(right).



5.5 : Experimental Results 125

(a) Mean shifted “Lena” image.

(b) Contrast stretch “Lena” image.

Figure 5.9: The “Lena” image (left) and its phase congruency map
(right).
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(a) Blurred “Lena” image.

(b) JPEG compressed “Lena” image.

Figure 5.10: The “Lena” image (left) and its phase congruency map
(right).
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of Gaussian noise and Salt-pepper noise are quite similar in terms of PSNR. RMSE and

NLSE.

Table 5.2: Experimental results on image comparison (Gold Hill).

Gold Hill
Image

(b) (c) (d) (e) (f) (g) (h)

RMSE 10.9640 11.0060 11.0200 11.0000 10.9950 11.0430 10.8390
NLSE 8.9483 8.9823 8.9935 8.9776 8.9739 9.0123 8.8458
PSNR 25.3140 25.4100 24.5020 Inf 38.6860 25.4150 24.9880
CORR 0.9960 0.9960 0.996 0.9963 0.9961 0.9959 0.9961
DE 0.0141 0.1163 0.0754 0.0000 0.0770 0.0934 1.0005
MI 3.4111 1.4347 1.6964 3.9347 3.4654 1.5601 1.4656
SSIM 0.8643 0.6556 0.7032 0.9927 0.9698 0.6671 0.6824
Pref 0.7569 0.5079 0.5311 1.0000 0.9948 0.3478 0.3795
FSSIM 0.8127 0.5543 0.6039 0.9927 0.9658 0.2525 0.3291

Table 5.3: Experimental results on image comparison (Lena).

Lena Im-
age

(b) (c) (d) (e) (f) (g) (h)

RMSE 15.0123 15.006 14.9916 15.00 15.0031 14.9713 14.6668
NLSE 0.1141 0.1141 0.1140 0.1140 0.1140 0.1138 0.1115
PSNR 22.7157 22.8299 23.4438 40.7125 27.4375 22.1800 22.5848
CORR 0.9531 0.9542 0.9543 1.0000 1.0000 0.9510 0.9537
DE -0.0163 -0.1953 -0.1412 0.0000 0.0067 0.1402 3.1991
MI 3.3484 1.1160 1.4042 3.4120 3.5453 1.4740 1.2560
SSIM 0.7227 0.4508 0.5009 0.9890 0.9494 0.6880 0.6709
Pref 0.4734 0.3781 0.3868 1.0000 0.9904 0.2928 0.2815
FSSIM 0.5357 0.3109 0.3552 0.9890 0.9463 0.0742 0.1721
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The results obtained with CORR, DE, SSIM, Pref , and FSSIM are plotted in Fig-

ure 5.11(a) and 5.11(b). It is hard to find the difference from CORR while the SSIM,

Pref , and FSSIM metric demonstrate a quite similar trend.

Mean-shifted images in Figure 5.5(a) and 5.9(a) are obtained by adding the image with

a constant value. However, if the mean-shifted image is displayed or manipulated in a

different way, the conclusion may be different. The first way is to map the maximum and

minimum value to 0 and 255. This does not change the appearance of the original image.

The second is setting the pixel value to 255 if it exceeds 255. If the image is processed as

the latter one, the operation is not the mean shifting any more and the image appears to be

degraded as in Wang and Bovik’s publication [40]. To avoid such confusion, we show the

mean-shifted image with the first method, i.e. there is no distortion caused by image depth

limit. The image appears to be exact the same as its origin. Therefore, such operation does

not alter or destroy the structural information conveyed by an image. As a result, the Pref

metric reaches it maximum value “one” while the DE value is zero. The SSIM and FSSIM

metric give a value close to one.

Secondly, we list the standard deviation of the results obtained by SSIM, FSSIM, and

Pref in Table 5.4. A larger standard deviation value indicates the difference between these

values is make easier to identified.

Table 5.4: The standard deviation of the assessment results for image
“gold hill” and “Lena”.

SSIM Pref FSSIM
Gold Hill 0.1479 0.2743 0.2932
Lena 0.2034 0.3153 0.3613
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Figure 5.11: The chart for image comparison.
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5.5.2 Experiments for Fusion Assessment

In the second part of the experiments, the proposed metrics are used to assess the fusion

results obtained by different multiresolution algorithms. A group of images considered

here consist of multi-focus images from a digital camera and the corresponding full-focus

reference images as shown in Figure 5.12. The multi-focus images are fused by using

the following algorithms: Laplacian pyramid, gradient pyramid, ratio-of-lowpass (RoLP)

pyramid, Daubechies wavelet four, spatially-invariant discrete wavelet transform (SIDWT),

and Simoncelli’s steerable pyramid. The detailed implementation of these algorithms can

be found in references [64, 5, 65, 73, 69]. The basic fusion rule applied is averaging the

low-frequency components while selecting the coefficients with larger absolute value in

other frequency bands. The decomposition was carried out to level four and four orienta-

tional frequency bands were employed in the steerable pyramid implementation. The fused

images were firstly evaluated by these criteria: RMSE, NLSE, PSNR, CORR, DE, MI,

SSIM, Pref , and FSSIM metric when compared with the reference image. The results are

listed in Table 5.5 to 5.9.

The “best” fusion results are highlighted with bold fonts in the tables. The CORR,

SSIM, FSSIM, and Pref metric vote the steerable pyramid and have relative stable assess-

ment for the different algorithms. Again, the standard deviation values are computed and

listed in Table 5.10. The FSSIM metric has a relative large standard deviation value, com-

pared with the rest.

5.6 Discussion

For the image “gold hill” and “Lena”, the differences of the image quality are highlighted

by the proposed metrics, namely FSSIM and Pref . In terms of the standard deviation,
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Figure 5.12: The multi-focus images used for the test. From top to
bottom: laboratory, books, Japanese food, Pepsi, and
object. From left to right: full-focus image, left-focus
image, and right-focus image.
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Table 5.5: Evaluation of the fusion result of multi-focus image
“laboratory”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

RMSE 3.9202 7.3346 12.587 4.4012 4.386 3.8849
NLSE 0.0296 0.0555 0.0952 0.0333 0.0332 0.0294
PSNR 24.721 28.41 20.784 24.384 25.97 23.553
CORR 0.9996 0.9984 0.9956 0.9994 0.9995 0.9996
DE 0.0566 0.1659 0.1053 0.1497 0.0398 0.0870
MI 2.4652 2.0920 1.9992 2.3567 2.4270 2.4341
SSIM 0.9809 0.9683 0.9253 0.9762 0.9782 0.9855
Pref 0.8297 0.8199 0.6832 0.8000 0.8212 0.8488
FSSIM 0.8504 0.8250 0.6706 0.8104 0.8307 0.8559

Table 5.6: Evaluation of the fusion result of multi-focus image “books”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

RMSE 5.4013 8.5444 18.3360 5.5587 5.5313 4.5888
NLSE 0.0511 0.0830 0.1638 0.0527 0.0524 0.0435
PSNR 23.2540 24.0330 22.1090 19.9820 28.0010 23.9520
CORR 0.9987 0.9966 0.9857 0.9986 0.9986 0.9991
DE 0.1473 0.0579 0.0081 0.3191 0.0966 0.1673
MI 2.5355 2.0977 2.2000 2.4839 2.5165 2.7075
SSIM 0.9556 0.9485 0.9064 0.9503 0.9538 0.9661
Pref 0.7419 0.7344 0.6355 0.7120 0.7423 0.7691
FSSIM 0.7558 0.7359 0.6394 0.7138 0.7573 0.7751
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Table 5.7: Evaluation of the fusion result of multi-focus image
“Japanese food”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

RMSE 9.0354 17.0190 9.4889 9.1864 9.3845 9.1162
NLSE 0.0517 0.0994 0.0538 0.0527 0.0538 0.0523
PSNR 32.4400 27.9130 29.3440 32.7300 29.6740 32.8100
CORR 0.9987 0.9954 0.9986 0.9987 0.9986 0.9987
DE 0.0219 0.1964 0.0833 0.0160 0.0087 0.0162
MI 2.5227 1.7691 2.2717 2.5912 2.5198 2.6265
SSIM 0.9808 0.9370 0.9591 0.9820 0.9800 0.9833
Pref 0.8956 0.9007 0.8554 0.9004 0.8944 0.9076
FSSIM 0.9035 0.8573 0.8601 0.9082 0.9011 0.9140

Table 5.8: Evaluation of the fusion result of multi-focus image “Pepsi”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

RMSE 3.4475 5.9806 10.8900 3.9439 4.6410 3.4466
NLSE 0.0320 0.0561 0.0971 0.0367 0.0431 0.0320
PSNR 25.4720 25.6130 25.6870 26.7070 29.1220 30.9460
CORR 0.9995 0.9984 0.9951 0.9993 0.9991 0.9995
DE 0.3254 0.3469 0.4090 0.2644 0.3651 0.3474
MI 2.3328 2.0024 2.0062 2.1990 2.2171 2.2983
SSIM 0.9519 0.9429 0.9177 0.9427 0.9464 0.9502
Pref 0.4745 0.4536 0.4189 0.4670 0.4597 0.4851
FSSIM 0.6276 0.5907 0.5367 0.5879 0.6016 0.6293
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Table 5.9: Evaluation of the fusion result of multi-focus image
“objects”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

RMSE 4.7977 9.0774 10.2290 4.5204 5.3637 4.0017
NLSE 0.0597 0.1187 0.1217 0.0566 0.0670 0.0501
PSNR 31.6830 24.0500 29.7230 28.3720 29.0960 30.2070
CORR 0.9982 0.9931 0.9920 0.9984 0.9977 0.9987
DE 0.0585 0.1489 0.0886 0.1318 0.0279 0.0791
MI 2.0762 1.6046 1.9335 2.0273 2.0884 2.1842
SSIM 0.9651 0.9437 0.9382 0.9617 0.9658 0.9720
Pref 0.7428 0.7447 0.6803 0.7301 0.7333 0.7695
FSSIM 0.7908 0.7646 0.7209 0.7756 0.7838 0.8144

Table 5.10: The standard deviation of the assessment results for the
fusion of multi-focus images.

CORR SSIM Pref FSSIM
Objects 0.0030 0.0135 0.0295 0.0314

the FSSIM and Pref have a better performance than SSIM and other metrics, especially

when the image is heavily blurred as described in Appendix B. For the reference-based

assessment of a fusion result, similar conclusion can be drawn. As the fusion algorithm is

concerned, the steerable pyramid appears to has the best performance for the application of

multi-focus images. These multi-focus images are tested with the blind assessment metrics

again in Chapter 6.

The comparison metrics reflect the image distortions from different points of view.
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Each metric has its own advantages. They must be carefully selected or tailored for a spe-

cific application. Sometimes, a single metric cannot tell the “truth” and the use of multiple

metrics could be a choice. The purpose of this work is not trying to propose a method that

can outperform all the others in all circumstances. The advantage and feasibility of the

proposed approach is illustrated and presented. For the multi-focus images, the proposed

two methods give a better assessment of the fused image in terms of its standard deviation

values.

Obviously, the proposed method belongs to the second category defined by Wilson.

The target of the work is to find the feature difference between two images. The features

considered herein may provide useful information for further analysis and processing. Ac-

tually, image quality and image comparison are two relevent but distinct topics. If there is

a spatial shift of the image, for example one pixel along horizontal direction, the image is

“different” from the original one, but how can we state the quality of the image has changed

a lot? Actually, some currently available image quality metrics do the comparison work.

Usually, the comparison needs a reference and the metric is a relative quantity while the

quality metric tries to achieve an absolute measure without any reference. An universal

image quality measurement is still extremely difficult to achieve. Our work presented in

this chapter is limited to the comparison of image features, which are useful for further

processing.

The limitation of the proposed approach is still the computational efficiency issue. Nev-

ertheless, through using a separable approximation, the non-separable orientational filters

can be decomposed into a sum of separable filters as proposed in [119]. The computational

load can be reduced. Moreover, the use of field-programming technology can provide ef-

ficient solution for algorithm implementation [120]. In our implementation, we use the

cross-correlation to evaluate the similarity of the feature maps. In future work, the dis-

tance measure used for ∆g will be considered as a choice for comparison in spite of the its
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computational efficiency.

5.7 Conclusion

In this chapter, two new feature-based metrics for image comparison are proposed. The

feasibility of this metric is investigated in the experiments with standard images and fused

images. The effectiveness of the proposed metrics are demonstrated by the experimen-

tal results. The two metrics achieve a consistent assessment for the multi-focus images.

Moreover, a larger deviation value indicates a better capability to identify the difference of

fusion performance. For the multi-focus image experiments, Simoncelli’s steerable pyra-

mid achieved the best fusion performance in terms of the proposed metrics. These metrics

can be applied to the case where image features like step edges and lines are considered.

However, an individual method cannot provide a one-size-fits-all solution to all the applica-

tions. In some cases, multiple metrics need to be employed to reach an application-specified

objective assessment.

The fused image can be assessed with the reference-based metrics only when the perfect

reference is available, such as the multi-focus digital images. The experimental results in

this chapter provide a basis for the study on blind assessment in the next chapter. In a

real application, a perfect reference is not always available, for example the application

in Chapter 3. In Chapter 6, the algorithms for the assessment without a reference are

developed. Experiments are carried out on the fused results of both the multi-focus images

and the context enhancement applications presented in Chapter 3.



Chapter 6

Feature-based Metrics for Blind

Assessment

6.1 Introduction

As described in Chapter 5, a straightforward way to implement the evaluation is through

the comparison with a reference image, which is assumed to be perfect. The metrics for

image comparison are often employed for the quantitative assessment of image fusion. Un-

fortunately, the reference image is not always perfect or available practically, thus, raising

the need for a quantitative and blind evaluation of the fused images.

With different purposes, the image fusion algorithms can be classified as either combi-

nation or classification fusion. In the first case, the fusion algorithm consists of combining

the complementary features from multiple input images while in the second case the re-

dundant information is mainly used for making a decision through modeling. The output

of the first type of image fusion is still an image but comprised of the most salient fea-

tures captured from the different sensors. The success of the post-processing or analysis

137
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relies largely on the efficiency of the specific fusion algorithm. The goal of the classifica-

tion fusion is to derive a thematic map that indicates certain homogeneous characteristics

of pixel regions in the image. This process needs a higher-level operation like feature- or

decision-level fusion. In this case, the resulting thematic map is compared with the ground

truth. The classification results are then used to generate a confusion matrix. Alternatively

the classification errors for each of the classes, and for various thresholds, can also be rep-

resented by a receiver operating characteristic (ROC) curve. The perfect results can be

prepared with the help of experts’ experience.

A typical example for pixel-level image fusion is the fusion of multi-focus images from

a digital camera [70, 75]. In such case, a cut and paste operation is applied to obtain

the full-focus image that will serve as a reference for evaluating the fusion results. The

evaluation metric should be optimized for image features. Pixel-by-pixel comparison does

not meet the requirement, because in the original image pixels are closely related. It would

be better if the quantitative evaluation can be achieved without the presence of reference

image. This is the case of most practical applications. The evaluation metric should provide

a measurement of how well the information of the inputs is integrated into the output.

In this chapter, three methods are proposed to identify the availability and quality of in-

put features in the fused image. The first one is implemented by computing the local cross-

correlation of the phase congruency maps between the fused and input images. A maxi-

mally selected phase congruency map is also generated for the comparison. The second

one is based on the modified structural similarity measurement, where phase congruency

is employed as the structural component. Similarity map with the fused image is generated

for each input image. Then, the larger value at each location is retained for overall assess-

ment. Similar to the first method, the third method considers both the phase congruency

map and corresponding principal moments. The index value is obtained by averaging the

cross-correlation or the similarity value in each pre-defined region. The proposed schemes
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achieve a no-reference evaluation of the fused image. Experiments are carried out on a

group of fused images obtained by different multiresolution fusion algorithms in Chapter 3

and 5. The effectiveness of the proposed methods are demonstrated.

The rest of this chapter is organized as follows. An overview of the blind metrics used

for image fusion is presented in section (6.2). In section (6.3), the concept and implementa-

tion of the feature-based evaluation are described. Experiments with the proposed approach

and comparison with other existing methods can be found in section (6.4). To validate the

proposed algorithms, both the reference-based approaches and no-reference methods are

tested. Section (6.5) presents the discussion. In the final section (6.6), the conclusion of

this chapter is drawn.

6.2 Blind Evaluation of Image Fusion

It would be better if the assessment can be accomplished without any reference image. The

fused image only needs to refer to the input images to evaluate itself. Qu et al. considered

mutual information (MI) and simply used the summation of the MI between the fused

image (F ) and inputs (A and B) to represent the difference in quality. The expression of

MI-based fusion performance measure MAB
F is [41]:

MAB
F =

∑
i,j

hAF (i, j) log2

hAF (i, j)

hA (i) hF (j)
+

∑
i,j

hBF (i, j) log2

hBF (i, j)

hB (i) hF (j)
(6.1)

where hAF (i, j) indicates the normalized joint grey level histogram of images A and F,

hK (i, j) (K = A,B, and F ) is the normalized marginal histogram of image A, B, or F .

However, the MI metric still needs a reference value to compare with. We cannot tell in

advance if a fused image with a given MI value is good or not; a reference point is a must.



140 Chapter 6 : Feature-based Metrics for Blind Assessment

Furthermore, the MI-based approach is insensitive to impulsive noise and is subject to great

change in the presence of additive Gaussian noise.

Another strategy of blind assessment without reference was proposed by Xydeas et al.

in [42, 43]. Their method aimed at measuring the amount of visual information transferred

from the input images to the fused image. With the assumption that the edge information is

closely related to the visual information, the metric is defined in terms of edge strength and

orientation. The Sobel edge operator is used in the implementation to extract the strength

and orientation information for each pixel. Unfortunately, the Sobel edge detection that

is based on the measurement of the intensity gradient depends on image contrast and spa-

tial magnification and hence one does not know in advance what level of edge strength

corresponds to a significant feature [113, 115].

Recently, Piella and Heijmans defined a fusion quality index based on Wang and Bovik’s

work on universal image quality index (UIQI) (see equation (2.1)) [44]. The quality mea-

surement is applied to local regions using a sliding window of size 8 by 8 from top left to

bottom right of the image. The overall quality is given by the average Q =
∑K

k=1 Qb/M ,

where K is the total number of image blocks. The formula can be rewritten in another form

like:

Q0 (a, b) =
1

|W |
∑
w∈W

Q0 (a, b |w ) (6.2)

where a and b are two images for comparison while w stands for the sliding window. W

is the family of all windows and |W | is the cardinality of W . Piella and Heijmans defined

three fusion quality indexes based on the UIQI concept [44, 45]:
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Q (a, b, f) =
1

|W |
∑
w∈W

[λ (w) Q0 (a, f |w ) + (1− λ (w) Q0 (b, f |w ))] (6.3)

Qw (a, b, f) =
∑
w∈W

c (w) [λ (w) Q0 (a, f |w ) + (1− λ (w) Q0 (b, f |w ))] (6.4)

QE (a, b, f) = Qw (a, b, f) Qw (a′, b′, f ′)α (6.5)

where f stands for the fused image of a and b, and the variance measure λ (w) can be

expressed as:

λ (w) =
s (a |w )

s (a |w ) + s (b |w )
(6.6)

where there are C (w) = max (s (a |w ) , s (b |w )) and c (w) = C (w)
/(∑

w′∈W C (w′)
)
.

Herein, s (a |w ) and s (b |w ) are the local salience of image a and b respectively. One

choice is using variance of image a and b within the window w of size 8 by 8. Equation (6.3)

gives a general definition of fusion quality index. The value Q0 measures the difference

between the inputs and the fused image, weighted by the variance measurement. a′, b′, and

f ′ are the corresponding edge map of image a, b, and f respectively. The weighted fusion

quality index actually carries out a maximum selection operation to emphasize the over-

all importance of each block. In equation (6.5), the edge-dependent fusion quality index

tries to include the effect of edges, their contribution being controlled by the parameter α.

Piella and Heijmans also implemented a weighted sum or a scaled weighted sum of the

similarity measure UIQI or SSIM [44, 45]. The success of Piella’s metrics depends on the

performance of UIQI or SSIM.
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6.3 A Strategy for the Feature-based Evaluation

This section describes the schemes for the blind assessment of fused image. The proposed

feature-based strategy proceeds in two steps: first extracting image features and then mea-

suring how those features are integrated in the fused image. The phase congruency and

its principal moments are employed to provide an absolute measurement of image fea-

ture. Such measurements are incorporated into the SSIM or a local cross-correlation is

performed to determine if the features from inputs are available in the fused image. An

overall evaluation is obtained by averaging those local measurements.

6.3.1 Principal Moments of Phase Congruency

The principal moments of the phase congruency contain the information for the corners

and edges. The magnitude of the maximum and minimum moment can be used directly to

determine the edge and corner strength [121]. At each point of the image, the following are

computed:

a =
∑

(PC (θ) cos (θ))2 (6.7)

b = 2
∑

(PC (θ) cos (θ)) · (PC(θ) sin(θ)) (6.8)

c =
∑

(PC (θ) sin (θ))2 (6.9)

where PC(θ) is the phase congruency value along orientation θ and the sum is performed

over the six directions. Therefore, the maximum (M ) and minimum (m) moments are

given by [121]:
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M =
1

2
(c + a +

√
b2 + (a− c)2) (6.10)

m =
1

2
(c + a−

√
b2 + (a− c)2) (6.11)

(a) Phase congruency map.

(b) Maximum moment. (c) Minimum moment.

Figure 6.1: The principal moments of phase congruency of the image in
Figure 3.2(a).

An example is given in Figure 6.1, where the phase congruency map, maximum and
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minimum moment maps of the block in Figure 3.2(a) are presented. How the image fea-

tures, e.g. edge and corner, are represented in these feature maps can be observed.

6.3.2 Quality Metrics for Evaluating Image Fusion

As stated previously, a blind evaluation of the fused image is preferred for practical applica-

tions, because a ground truth or a perfect reference is not always available for comparison.

The pixel-level fusion is to integrate image features like edges, lines, and region bound-

aries into one composite image. The success of the fusion algorithm will be assessed by

the measure of image features available in the fused image and those from multiple input

sources. Phase congruency and its principal moments are used as the bases for the feature

extraction and measurement.

The Pblind Metric

As proposed in Chapter 5, the first consideration is to compare the phase congruency maps

of the fused image and the inputs. For the combinative fusion, the feature in the fused image

may come from input images or a combination of them, as shown in Figure 6.2. The phase

congruency maps of the input and fused images are firstly calculated. A third feature map

Mpc is derived by point-by-point maximum selection of the two input maps Apc and Bpc,

i.e. retaining the larger feature points Mpc (i, j) = max (Apc (i, j) , Bpc (i, j)). The feature

map of the fused image, Fpc, is then compared to Apc, Bpc, and Mpc locally. At each sub-

block, the cross-correlation values between these maps are computed. The evaluation index

Pblind is the average over all the blocks. The procedure is shown in Figure 6.3.

Unlike pixels which are closely related in the original images, the points in the phase

congruency map indicate the salience of image features. Therefore, the selection of feature

points is not equivalent to the selection of pixels with larger intensity value in the original
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Figure 6.2: Four cases in a combinative fusion. For a small local region
in the fused image, the local feature may come from the
corresponding block of the input image A or B, or a
combination of them.

image followed by the computation of the whole phase congruency map. Selecting larger

feature points can provide a reference for comparison although such arrangement is not

always optimal.

The Fblind Metric

Based on the FSSIM presented in Chapter 5, we propose a Fblind metric to assess the fused

image without a reference. Mathematically, the Fblind can be expressed as:

Fblind =
1

K

K∑

k=1

(max (FSSIMk (Fpc, Apc) , FSSIMk (Fpc, Bpc))) (6.12)

where Fpc stands for the phase congruency map of fused image while Apc and Bpc are the

inputs’. The FSSIM between the fused image and the input images is computed respec-

tively. The larger value means stronger feature from input images is detected in the fused

image. This value is retained for final summation and average.
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Fused Image

Phase Congruence
Map of

Image One

Phase Congruence
Map of

Image Two

Maximum selection

Maximum-selected
Phase Congruence

Map
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Figure 6.3: The blind evaluation algorithm by using phase congruency
map (Pblind).

The P ′
blind Metric

The third metric is implemented by comparing both the phase congruency measurement

and its principal moments. This is defined by the product of the three correlation coeffi-

cients as:

P ′
blind = (Pp)

α (PM)β (Pm)γ (6.13)
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When there are two input images, we will obtain three values, e.g. Pp, PM , and Pm respec-

tively, which is defined as the maximum one of Ck
ab:

Pp = max
(
Cp

1f , C
p
2f , C

p
mf

)
(6.14)

PM = max
(
CM

1f , CM
2f , CM

mf

)
(6.15)

Pm = max
(
Cm

1f , C
m
2f , C

m
mf

)
(6.16)

and there is:

Ck
ab =

σk
ab + Ck

σk
aσ

k
b + Ck

(6.17)

Herein, Ck
ab stands for the correlation coefficients between two sets a and b. The symbol

{k|p,M,m} refers to the phase congruency map and its principal moments. The subfix

1, 2, m, and f correspond to the two inputs, their maximum-selected map, and the result

derived from the fused image. The exponential parameters α, β, and γ can be adjusted

based on the importance of the three components. In our experiments, all the three values

are set to one and the small constant value Ck is selected as 0.0001.

To implement a local comparison, each pixel is compared within a 11-by-11 block in

the image and only the points with a phase congruency value larger than 0.1 are used in the

calculation. Assume there are total K blocks in the image, the final result is obtained by:

P ′
blind =

1

K

K∑

k=1

P ′
blind(k) (6.18)
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6.4 Experimental Results

The experiments consist of two parts. In the first part, the proposal metrics are applied the

multi-focus images used in Chapter 5, which are fused by six multiresolution algorithms.

The results are listed in Table 6.1 to 6.5.

Table 6.1: Evaluation of the fusion results of multi-focus image
“laboratory”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

MI (Qu) 4.0969 3.8541 3.9855 3.9999 4.1275 4.1095
Xydeas 0.7585 0.7107 0.6040 0.7407 0.7581 0.7646
Q 0.9566 0.9490 0.9178 0.9480 0.9627 0.9574
QW 0.9325 0.8964 0.8039 0.9281 0.9364 0.9334
QE 0.8730 0.7636 0.5560 0.8641 0.8667 0.8771
Pblind 0.8878 0.8789 0.7638 0.8042 0.8805 0.8844
Fblind 0.8949 0.8658 0.7487 0.8618 0.8782 0.8952
P ′

blind 0.7250 0.7110 0.4337 0.5467 0.7067 0.7263

Referring to the results in Chapter 5, the steerable pyramid is favored by most of the

reference-based metrics. In the examples of image fusion without any references, only a

blind evaluation can be carried out. It is not surprised to see that the fusion algorithms

exhibit different performance on different images. The steerable pyramid is selected as the

best by the proposed metrics as highlighted in Table 6.1 to 6.5. The only exception is the

Pblind metric, which prefers the Laplacian pyramid for image “laboratory” and “books”.

Both the reference-based and blind metrics indicate that the steerable pyramid achieves a

fused image with higher quality. The proposed metrics appear to be consistent with the

reference-based assessment.
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Table 6.2: Evaluation of the fusion results of multi-focus image
“books”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

MI (Qu) 4.4115 3.9617 4.6247 4.3229 4.4521 4.6372
Xydeas 0.7348 0.6718 0.6256 0.7154 0.7427 0.7380
Q 0.9474 0.9400 0.9253 0.9365 0.9569 0.9489
QW 0.9332 0.8942 0.7992 0.9283 0.9363 0.9347
QE 0.8823 0.7686 0.5785 0.8682 0.8778 0.8859
Pblind 0.9001 0.8927 0.8214 0.8677 0.9025 0.8969
Fblind 0.8670 0.8417 0.7517 0.8212 0.8697 0.8741
P ′

blind 0.7572 0.7461 0.5536 0.6893 0.7594 0.7634

Table 6.3: Evaluation of the fusion results of multi-focus image
“Japanese food”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

MI (Qu) 4.4781 3.3620 4.5679 4.4824 4.4813 4.5301
Xydeas 0.8910 0.8362 0.8873 0.8889 0.8984 0.8936
Q 0.9803 0.9506 0.9771 0.9794 0.9829 0.9807
QW 0.9706 0.9389 0.9655 0.9706 0.9744 0.9710
QE 0.9193 0.8419 0.8963 0.9188 0.9271 0.9203
Pblind 0.9734 0.9644 0.9605 0.9725 0.9731 0.9754
Fblind 0.9683 0.9175 0.9402 0.9629 0.9671 0.9707
P ′

blind 0.9473 0.9242 0.8950 0.9470 0.9470 0.9560

In the second part of the experiment, the fused images from Chapter 3 are evaluated.

The six multiresolution algorithms in Chapter 5 are applied again. In Figure 6.4 to 6.12,
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Table 6.4: Evaluation of the fusion results of multi-focus image
“Pepsi”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

MI (Qu) 4.3611 4.0215 4.3146 4.1514 4.2510 4.3199
Xydeas 0.8180 0.7880 0.6639 0.7997 0.8143 0.8275
Q 0.9667 0.9627 0.9342 0.9607 0.9711 0.9664
QW 0.9604 0.9250 0.7910 0.9569 0.9602 0.9603
QE 0.9240 0.8133 0.4854 0.9153 0.9186 0.9252
Pblind 0.9185 0.9010 0.7993 0.8923 0.9043 0.9194
Fblind 0.8805 0.8543 0.7869 0.8440 0.8811 0.9053
P ′

blind 0.8166 0.7853 0.5412 0.7566 0.7853 0.8241

Table 6.5: Evaluation of the fusion results of multi-focus image
“objects”.

Assessment
metric

Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

MI (Qu) 3.9174 3.1582 4.2260 3.7720 4.0264 4.1063
Xydeas 0.7833 0.7111 0.7593 0.7524 0.7938 0.7853
Q 0.9629 0.9450 0.9559 0.9542 0.9693 0.9637
QW 0.9436 0.9118 0.9055 0.9389 0.9497 0.9457
QE 0.8671 0.7694 0.7311 0.8553 0.8710 0.8745
Pblind 0.9379 0.9310 0.9063 0.9147 0.9334 0.9390
Fblind 0.9110 0.8631 0.8559 0.8745 0.9012 0.9163
P ′

blind 0.7973 0.7835 0.7004 0.7385 0.7946 0.8115
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the results are arranged as shown in Table 6.6. Again, the numerical results are listed in

Table 6.7 and 6.8. In this case, the assessment metrics favor the SIDWT algorithm.

Table 6.6: The arrangement of images in Figure 6.4 to 6.12.

Laplacian pyramid Gradient pyramid
Ratio-of-lowpass pyramid Daubechies wavelet four
SIDWT Steerable pyramid

Although the three proposed metrics come to the same conclusion, the P ′
blind has a

relatively large standard deviation values in the two tests. Therefore, it is more appropriate

to the fusion assessment application. The proposed blind metrics are all based on the phase

congruency measurement and the basic principle is the same. The difference is that the

Fblind only refers to the two input images and the maximum-selected phase congruency

map from the inputs is not considered. In terms of the results from multi-focus imaging

and night vision application, no big difference has been observed.

6.5 Discussion

The image fusion is application dependent. In other words, the process depends on the type

of images or their formats. Because the images acquired by heterogeneous sensors possess

a different intensity map, there is no “one size fits all” solution for the evaluation process.

Therefore, one fusion algorithm may not necessarily achieve the same performance on dis-

tinct images in terms of certain evaluation metric. One purpose of this study is to identify

the feasibility and validity of the evaluation algorithms, i.e. how these metrics work for



152 Chapter 6 : Feature-based Metrics for Blind Assessment

Figure 6.4: Fusion results of image “B7118”.
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Figure 6.5: Fusion results of image “B7436”.
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Figure 6.6: Fusion results of image “Dune”.
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Figure 6.7: Fusion results of image “e518a”.
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Figure 6.8: Fusion results of image “Octec02”.
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Figure 6.9: Fusion results of image “Octec21”.
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Figure 6.10: Fusion results of image “Quad”.
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Figure 6.11: Fusion results of image “Tree 4906”.
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Figure 6.12: Fusion results of image “Tree 4917”.
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Table 6.7: Evaluation of the fusion results of night vision images with
MI, Xydeas’ method, Q metrics.

Assessment metric Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

B7118
MI (Qu) 2.7212 3.0929 2.7681 2.701 2.8233 2.7074
Xydeas 0.3023 0.7384 0.5369 0.7602 0.8004 0.7802
Q 0.3104 0.8504 0.7640 0.8577 0.8800 0.8741

B7436
MI (Qu) 2.1542 2.5186 2.1515 2.1537 2.2498 2.1686
Xydeas 0.7571 0.7202 0.6114 0.7165 0.7659 0.7511
Q 0.8924 0.8776 0.8145 0.8806 0.8998 0.8967

Dune
MI (Qu) 3.6780 3.5151 3.7214 3.6329 3.6873 3.6560
Xydeas 0.8976 0.8725 0.8962 0.8820 0.8980 0.9001
Q 0.9841 0.9760 0.9827 0.9822 0.9851 0.9849

e518a
MI (Qu) 2.7032 2.8678 2.4046 2.5714 2.7429 2.5685
Xydeas 0.7879 0.7667 0.6802 0.7490 0.7851 0.7761
Q 0.9224 0.9030 0.8637 0.9202 0.9246 0.9238

Octec02
MI (Qu) 3.8177 3.7346 3.5317 3.8158 3.8565 3.6789
Xydeas 0.9088 0.8745 0.8705 0.8987 0.9094 0.9048
Q 0.9576 0.9423 0.9321 0.9569 0.9579 0.9577

Octec21
MI (Qu) 4.2538 4.2256 4.0208 4.2444 4.2920 4.1500
Xydeas 0.8880 0.8621 0.8496 0.8747 0.8890 0.8841
Q 0.9560 0.9436 0.9315 0.9552 0.9564 0.9561

Quad
MI (Qu) 2.0516 2.1775 1.5454 1.7700 1.9839 1.7756
Xydeas 0.8078 0.7457 0.5184 0.7368 0.7901 0.7840
Q 0.8395 0.8451 0.7358 0.8485 0.8551 0.8505

Tree
4096

MI (Qu) 2.1060 2.2028 2.1213 2.0955 2.1420 2.0524
Xydeas 0.8019 0.7955 0.7787 0.7772 0.8035 0.7982
Q 0.9555 0.9527 0.9439 0.9519 0.9583 0.9571

Tree
4917

MI (Qu) 2.5658 2.6820 2.5495 2.5372 2.5812 2.5096
Xydeas 0.8180 0.8107 0.7965 0.7951 0.8201 0.8180
Q 0.9617 0.9577 0.9471 0.9586 0.9641 0.9633
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Table 6.8: Evaluation of the fusion results of night vision images with
proposed metrics (Pblind, Fblind, and P ′

blind).

Assessment metric Lapacian
Pyramid

Gradient
pyramid

Ratio-of-
lowpass
pyramid

Daubechies
wavelet
four

SIDWT
(Haar)

Steerable
pyramid

B7118
Pblind 0.7037 0.8442 0.6425 0.8044 0.8583 0.8411
Fblind 0.7756 0.8314 0.6420 0.7905 0.8479 0.8299
P ′

blind 0.3790 0.6240 0.2511 0.5255 0.6498 0.6128

B7436
Pblind 0.8383 0.8265 0.6405 0.7836 0.8425 0.8263
Fblind 0.8382 0.8286 0.6743 0.7859 0.8435 0.8287
P ′

blind 0.5900 0.5734 0.2525 0.4754 0.5982 0.5657

Dune
Pblind 0.9392 0.9272 0.9228 0.9223 0.9402 0.9379
Fblind 0.9477 0.9277 0.9308 0.9285 0.9483 0.9470
P ′

blind 0.8247 0.7991 0.7792 0.7792 0.8286 0.8236

e518a
Pblind 0.9021 0.8965 0.8006 0.8678 0.9034 0.8946
Fblind 0.8511 0.8324 0.7133 0.7960 0.8507 0.8340
P ′

blind 0.7561 0.7470 0.5333 0.6661 0.7573 0.7361

Octec02
Pblind 0.9600 0.9477 0.9217 0.9506 0.9617 0.9578
Fblind 0.9018 0.8722 0.7882 0.8750 0.9056 0.8973
P ′

blind 0.9018 0.8722 0.7882 0.8750 0.9056 0.8973

Octec21
Pblind 0.9011 0.9340 0.9011 0.9337 0.9496 0.9440
Fblind 0.9273 0.9061 0.8740 0.9083 0.9286 0.9232
P ′

blind 0.8642 0.8356 0.7378 0.8299 0.8711 0.8592

Quad
Pblind 0.8606 0.8536 0.7561 0.8124 0.8556 0.8423
Fblind 0.7960 0.8076 0.5383 0.7288 0.7989 0.7697
P ′

blind 0.6808 0.6683 0.4545 0.5540 0.6622 0.6284

Tree
4096

Pblind 0.8475 0.8387 0.7984 0.8111 0.8557 0.8448
Fblind 0.8636 0.8474 0.8090 0.8273 0.8723 0.8613
P ′

blind 0.6147 0.6061 0.5122 0.5419 0.6315 0.6097

Tree
4917

Pblind 0.8798 0.8719 0.8402 0.8504 0.8859 0.8812
Fblind 0.8939 0.8770 0.8452 0.8609 0.9003 0.8967
P ′

blind 0.6855 0.6722 0.5891 0.6167 0.6996 0.6894
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different images, rather than rank these methods in a general sense. For a particular ap-

plication there should be an optimal solution to the pixel-level fusion process. However, a

benchmark must be setup for such comparison in a predefined situation. To our knowledge,

most work on pixel-level image fusion employs multiples metrics for assessing the fused

results rather than relies on one metric only.

The fusion quality metrics provide a scale to assess the result and guide the choice or

the structure of fusion algorithms. This could be generalized in a two-step procedure: 1)

make clear what are expected in the fusion result and select one or multiple evaluation

metrics for this purpose; 2) test fusion algorithms with the specific evaluation metrics and

choose the appropriate one. Besides, the requirements of post-processing provide a direct

test on the quality of the fused image even though this procedure may not always provide a

quantitative evaluation for the fused results.

The fusion quality metrics we proposed in this chapter, i.e. Pblind, Fblind and P ′
blind,

are feature-oriented approaches. These metrics can successfully identify the image quality

based on the feature measurement with the phase congruency method. The gradient-based

algorithm for feature detection is inadequate for edges composed of combinations of steps,

peaks, and roofs [113, 115]. The invariant qualities in images are very important to evaluate

wide classes of images, which provide a very dynamic and unstructured environment for the

algorithms applied [113, 114]. Phase congruency allows edges, lines, and other features to

be detected reliably [113, 114, 115] and the match between the fused and input images can

be detected by using the local correlation of the phase congruency as the proposed metrics.

In other words, when the target of the fusion is to combine the features like step edges,

lines, and Mach bands from multiple input images, the Fblind and Pblind metrics provide an

effective way to assess the feasibility of the potential algorithms. In the implementation of

Pblind metric, the cross-correlation is employed to measure the similarity of image features.

Other similarity measure presented in [122] will also be considered in the future work.
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It should be mentioned that the proposed approach is subject to the presence of noise,

which is introduced during the image acquisition. The evaluation metrics cannot identify

and remove the noise automatically. In the MRA-based pixel-level fusion, the fusion rule

is to keep the coefficients with a larger absolute value, which corresponds to the image

feature like lines, edges, and boundaries. The input images come with the “features” (noise)

that may not be part of the perfect result; however, the coefficient selection process may

eventually retains such “feature” in the fused result. We will still get a confirm from our

metric that that “feature” is available in the fused image. In that sense, the assessment

metric is a tool to evaluate how the information (feature) is transferred to the fused result.

This does not assure a perfect result unless the features are totally complementary. That is

the limitation of all approaches that are based on feature measurement in the fused image.

The only solution to this problem is the optimization of fusion process rather than the

assessment metric. An example is given in Figure 6.13. Image in Figure 6.13(a) has a two-

pixel-wide line across the center with a gray scale value of five. The second image is the

blurred version of the first image by applying the averaging operation. The maximum gray

scale value is around 1.2. The two images can represent a segment from a bigger picture

captured by two image modalities. The MRA-based fusion generates a result shown in

Figure 6.13(c) 1.

If the evaluation metric is to assess whether the features from the two images are fused

in the final result. The conclusion could be that the image in Figure 6.13(a) is “better” than

the one in Figure 6.13(b). A good implementation of fusion will not introduce any noises

or artifacts to the result, but the algorithm must be intelligent enough to identify what

should be retained. More sophisticated fusion algorithms considers not only an isolated

pixel but also its surroundings and correspondences in other frequency bands. However,

1The grayscale is adjusted ([0, 0.2])to show the details of the result.
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(a) Salient feature. (b) Weak feature. (c) The fused result.

Figure 6.13: The example of fusing a strong and a weak feature.

no suppression operation has been taken into account when the situation in Figure 6.13

happens. Therefore, the objective evaluation metric cannot be implemented through finding

a perfect result as the reference. This is the ultimate goal of fusion. The assessment of the

fusion is carried out by evaluating how the features are transferred from the inputs to the

fused result.

6.6 Conclusion

In this chapter, feature-based metrics for blind assessment of image fusion performance

are presented. The metrics are based on a modified SSIM scheme and the local cross-

correlations between the feature maps of the fused and the input images. The image fea-

tures are represented by a dimensionless quantity ranging from zero to one namely phase

congruency, which is invariant to the changes in image illumination and contrast. These
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metrics provide an objective quality measure of the fused image in the absence of a refer-

ence image. In this chapter, the proposed blind metrics were first tested by the multi-focus

images, where “perfect” references were available for comparison. The results indicate that

among the three blind metrics, Fblind and P ′
blind have a consistent assessment for different

images. In the second application, i.e. context enhancement, the SIDWT algorithm was

regarded as the best by all the three metrics.

Although image fusion is an application-dependent process, the metrics proposed in

this study can be applied to the case where the features like step edges and lines are to

be integrated from multiple images. The effectiveness of the approach can also been seen

from the comparison with other solutions. Another interesting aspect of this work is how

the metric can be utilized to optimize the fusion process at the algorithm development stage;

this remains a topic for future investigations. There is no uniform standard for all image

fusion applications. The evaluation metric must be chosen carefully based on the sensor

type, image format, and the requirements of the particular application. In a complicated

case, multiple metrics should be considered. As the fusion performance is concerned, one

should mention the image modalities as well as the assessment metric being used.



Chapter 7

Conclusions

T HIS thesis explores the processing of multi-modal images for surveillance applica-

tions. Advanced surveillance systems have already benefited from multiple imag-

ing modalities, which provide information across the electromagnetic spectrum. The study

presented in this thesis focuses on the registration of multi-modal video sequences (im-

ages), enhancement and characterization through fusing multi-sensor images, and the ob-

jective evaluation of combinative image fusion at pixel level. The registration, fusion, and

evaluation constitute the essentials of a multi-sensor imaging system. Chapter 2 proposed

a solution for registering infrared and electro-optical video sequences. Such operation as-

sures the accuracy for pixel-based operation. The requirements of a specific application

should be referred when the fusion operation is considered. Two typical applications are

considered in this thesis. One is the context enhancement (Chapter 3) and the other is the

concealed weapon detection (Chapter 4). The multiresolution analysis based fusion algo-

rithms are developed and validated through experiments. The objective assessment of the

performance of a fusion algorithm is addressed from two perspectives, i.e. with and without

a reference. The proposed metrics will guide the choice or even optimization of a fusion

algorithm for a specific application. The contributions of the thesis can be summarized as

167
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follows:

• The registration of infrared and electro-optic video sequence is carried out by solving

the least square solution from matching the trajectory of head top points in consec-

utive frames. Matching single point is much easier than matching multiple feature

points between frames, although multiple matches can be implemented. The pro-

posed method uses the silhouette of frame difference detected by image structural

similarity measurement and does not rely on the success of any foreground detection

algorithms. A predefined threshold value can be applied in spite of the image modal-

ity. The initial registration parameters are refined by applying the maximum mutual

information method to search the optimal result.

• The use of infrared imaging helps improve the awareness of environment under un-

adequate illumination. Current available techniques suggest adaptive enhancement

or direct pixel-level fusion of infrared and visual images. However, the enhancement

algorithm may not be truly adaptive and the derived result is not optimal for human

perception, because the fusion algorithm simply integrates the features available in

two spectrum ranges. In this thesis, a modified fusion scheme is proposed to process

the visual image for context enhancement. The visual image is first enhanced by the

infrared counterpart. The fusion of the enhanced image and the visual image is to

preserve the features presented in the visible band of the spectrum.

• Chapter 4 clarifies the requirements for the application of concealed weapon detec-

tion. A new strategy is proposed to implement the fusion of multi-sensor images for

concealed weapon detection. A scheme to synthesize a composite image with the

information of both the personal identification (facial pattern) and concealed weapon

0Some parameters need to be tune manually.
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is presented with the experimental results obtained from processing images acquired

by CCD and infrared cameras. This study also provides a solution for privacy protec-

tion, where the concealed weapon is highlighted without exposure of human body.

• This thesis investigates two types of metrics for the assessment of combinative pixel-

level image fusion algorithms, e.g. reference-based metric and blind assessment

metric. The objective evaluation is based on a type of image feature measurement,

namely, phase congruency. The first type is a reference-based metric, i.e. a “perfect”

reference is available for comparison. The second type is a blind metric, which does

not need any prior knowledge about the final result. The efficiency of the fusion

algorithm is assessed through measuring the availability of features of inputs in the

fused result. The proposed methods implement the quantitative evaluation.

This thesis constructs a basis for future research. Registration is the first step to process

multi-modal images. How the accuracy of the registration affects the further analysis is not

addressed in this thesis. The topics on how the fusion of multiple imaging modalities can

facilitate the detecting, tracking, and characterizing issues in surveillance applications will

be of great interest for further study.

The context enhancement through fusion is implemented with a simple exponential

function. The infrared image can be further processed, for example, segmented as fore-

ground and background, before being used to enhance the visual image. Is there any other

function optimal for the enhancement? This is worth a further investigation.

For the application of concealed weapon detection, there still lacks two types of stud-

ies. The first is the “true” fusion for improved weapon detection, i.e. fusing the information

from multiple detecting sensors. The second is the performance study in terms of proba-

bility of detection (POD). There are a number of factors affecting the performance of the

weapon detection system, such as distance, thickness of the coat, temperature, etc. The
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POD should be investigated for a specific technique or the fusion result derived from mul-

tiple techniques. If one technique has a hundred percent detection rate, it does not make

any sense to fuse the result from another technique.

The new metrics for assessing the performance of image fusion algorithms have their

advantages and do not exclude other metrics, because different metrics provide different

measurements and reflect different characteristics. It may be necessary to refer to multiple

metrics when a specific application is considered. The choice of these metrics depends on

the requirements of the application.

However, this study is still limited by the availability of multi-sensor images. Collection

of representative images and video sequences is difficult. Further study can be carried out

when more representative data is available.



Appendix A

The Implementation of Phase

Congruency Algorithm

This section is to give the information on how the phase congruency algorithm is developed

and implemented. The details of the theoretical discussion as published by Kovesi is not

repeated here. For that information, references [113, 114] is referred.

A.1 The Idea

The phase congruency algorithm is proposed by Kovesi in [113, 123]. The idea of phase

congruency evolved from the top to the bottom in Figure A.1. The phase congruency is

defined as the ratio of local energy E(x) and the sum of the amplitude of Fourier com-

ponents An
1. The local energy E(x) can be calculated as

∑
n An cos

(
φn(x)− φ̄(x)

)
, i.e.

the energy is proportional to the cosine of the deviation of phase angle φn(x) from the

overall mean phase angle φ̄(x). Such relation can be easily derived from the illustration in

1Here n refers to the nth Fourier component.
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Figure A.2.
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Figure A.1: The development of phase congruency algorithm.

A small positive value ε is added to the denominator in case all the Fourier amplitudes

are very small. The radius of the noise circle is determined by the value T . A weighting

function W (x) is constructed to devalue phase congruency at locations where the spread of
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filter responses is low.
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Figure A.2: Polar diagram showing the Fourier components at a
location in the signal plotted head to tail (cf. Kovesi [3]).

By incorporating a more sensitive phase deviation measure ∆Φ (x):

∆Φ (x) = cos
(
φn(x)− φ̄(x)

)− | sin (
φn(x)− φ̄(x)

) | (A.1)
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the phase congruency becomes:

PC(x) =

∑
n W (x) bAn(x)∆Φn(x)− T c∑

n An(x) + ε
(A.2)

Here, n indicates different scales. Two-dimensional phase congruency is calculated by

combining data over several orientations. There is:

PC (x) =

∑
o

∑
n Wo (x)

⌊
An (x)

(
cos

(
φn (x)− φ̄ (x)

)−
∣∣sin (

φn (x)− φ̄ (x)
)∣∣)− To

⌋
∑

o

∑
n An (x) + ε

(A.3)

where o indicates the predefined orientations.

A.2 The Implementation

The detailed implementation is presented in Figure A.3 and A.4 below. The logarithmic

Gabor function based wavelets are used to calculate phase congruency. Let M e
n and M o

n be

the even-symmetric and odd-symmetric wavelets at a scale n. The 1D filers at four scales

are shown in Figure A.5. The even- and odd-symmetric wavelets along six are given in

Figure A.6 and A.7 respectively.

The convolution results of the input image I (x) with quadrature pairs of filters at scale

n are en (x) = I (x) ∗M e
n and on (x) = I (x) ∗M o

n, which consist of the basic components

to calculate PC (x). There are:
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Figure A.3: The implementation of phase congruency algorithm. M e
n

and M o
n denote the even-symmetric and odd-symmetric

wavelet at this scale respectively.



176 Appendix A : The Implementation of Phase Congruency Algorithm

Figure A.4: The computation of noise compensation parameter T .



A.2 : The Implementation 177

[en(x), on(x)] = [I(x) ∗M e
n, I(x) ∗M o

n] (A.4)

[φ̄e (x) , φ̄o (x)] = [cos φ̄(x), sin φ̄(x)] (A.5)

cos φ̄(x) =
F (x)√

F (x)2 + H(x)2
(A.6)

sin φ̄(x) =
H(x)√

F (x)2 + H(x)2
(A.7)

Referring to Figure A.2, the estimates of F (x) and H(x) can be obtained from:

F (x) =
∑

n
en (x) (A.8)

H (x) =
∑

n
on (x) (A.9)

∑
n
An(x) =

∑
n

√
en(x)2 + on(x)2 (A.10)

Using dot and cross products the following quantities can be formed:

An(x) cos
(
φn(x)− φ̄(x)

)
= en(x)φ̄e(x) + on(x)φ̄o(x) (A.11)

An(x) | sin (
φn(x)− φ̄(x)

) | = | en(x)φ̄e(x)− on(x)φ̄o(x) | (A.12)

Therefore, there is:

An(x)∆Φn(x) = An(x)
(
cos

(
φn(x)− φ̄(x)

)− | sin (
φn(x)− φ̄(x)

) |) (A.13)

= en(x)φ̄e(x) + on(x)φ̄o(x)− | en(x)φ̄e(x)− on(x)φ̄o(x) |(A.14)

The weighting function that devalues phase congruency is constructed from a measure

of filter response spread s(x) suggested by Kovesi [113]:
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s (x) =
1

N

( ∑
n An (x)

ε + Amax (x)

)
(A.15)

W (x) =
1

1 + eγ(c−s(x))
(A.16)

where Amax(x) is the amplitude of the filter having the maximum response at x and ε is a

small positive value to avoid division by zero. Value c and γ are the cut-off value of filter

response spread and gain factor controlling the sharpness of the cut-off.

The compensation for the influence of noise T is estimated empirically for the mean

noise response plus some multiple, k, of σR, i.e. T = µR + kσR. However, such calculate

has not been finally optimized yet. As shown in Figure A.3, the final phase congruency

map can be obtained by combing the results from predefined orientations.
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Figure A.5: The 1D log Gabor filters (left: even filter; right: odd filter;
top to bottom: scale from 1 to 4).
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Figure A.6: The even filters (left to right: scale from 1 to 4; top to
bottom: orientation from 1 to 6).
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Figure A.7: The odd filters (left to right: scale from 1 to 4; top to
bottom: orientation from 1 to 6).



Appendix B

The Experiments with SSIM

The problem of the image structural similarity measurement (SSIM) is with the severely

blurred images. Herein, the blurring operation is referred to the filtering with a circular-

symmetric 2-D Gaussian kernel of certain standard deviation σ. We use the image database

prepared by the Laboratory for Image and Video Engineering at the the University of Texas

at Austin [124]. Twenty-nine images were used to create the database. The perceptual

quality roughly covered the entire quality range. The raw scores obtained from human

subject experiments were converted to the difference mean opinion score (DMOS) value or

each distorted image [125].

The metrics proposed in Chapter 5, i.e. Pref and FSSIM, are applied to the Gaussian-

blurred images in the database and compared with the DMOS values. The relationship is

modeled with a five-parameter logistic regression. The predicted values are compared with

the experimental results and evaluation with root mean square error (RMSE), Spearman

rank order correlation (SROC), outlier ratio, and cross-correlation. The results are listed in

Table B.1. We can see both Pref and FSSIM are better than SSIM in terms of the selected

metrics.
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Table B.1: The comparison of the predicted and experimental results.

SSIM Pref FSSIM
RMSE 8.9620 6.1374 5.6808
SROC 0.8945 0.9370 0.9508
Outlier Ratio 56.5517 44.8276 44.1379
CORR 0.8744 0.9432 0.9515
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Figure B.1: The solid curves are obtained by five-parameter logistic
regression.
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