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ABSTRACT
Gender recognition and age classification are important ap-
plications of face analysis. The vast majority of the existing
solutions focus on a single visual descriptor which often en-
codes only a certain characteristic of the image regions (e.g.,
shape, or texture, or color, etc.). In this paper, we propose
a novel framework for gender and age classification, which
facilitates the integration of multiple feature types and there-
fore allows for taking advantage of various sources of visual
information. Furthermore, in the proposed method, only the
regions that can best separate face images of different demo-
graphic classes (with respect to age and gender) contribute to
the face representations, which in turn, improves the classi-
fication and recognition accuracies. Experiments performed
on a challenging publicly available database validate the ef-
fectiveness of our proposed solution and show its superiority
over the existing state-of-the-art methods.

Index Terms— gender recognition, age classification,
uniform LBP, face processing, color histogram, feature selec-
tion

1. INTRODUCTION

Age and gender recognition has long been recognized as an
important module for many computer vision applications,
such as human-robot interaction, visual surveillance and
passive demographic data collections. More recently, the
growing interest in the advertising industry for launching
demographic-specific marketing and targeted advertisements
in public places has attracted the attention of more researchers
in the field of computer vision to the problem of age and gen-
der recognition.

A key component in any gender classification system is
face representation. While some methods choose to use raw
pixels (e.g., [1], [2] and [3]) without any modification, the
majority of the existing methods use local visual descriptors
to produce stronger and often more compact representations
for face images. Examples of visual descriptors commonly
used for age and/or gender recognition are SIFT (e.g., used
in [4] and [5]), LBP (e.g., used in [6] and [6]) and color

histograms (e.g., used in [7]). In these methods, local de-
scriptors are often extracted from a dense regular grid over
the entire image and then the face representation is built by
concatenating these extracted descriptors into a single vec-
tor. A key issue in this framework is to determine the op-
timal grid parameters (e.g., spacing, size, number of grids in
multi-resolution/pyramid approaches, etc.). Dago-Casas et al.
[8] proposed to use raw pixels, Gabor jets and LBPs on Gal-
laghers database for gender recognition. They reduced the
size of extracted features by using Principle Component Anal-
ysis and showed that by using Gabor jets followed by SVM
high gender classification accuracy is obtained. While previ-
ous methods used fixed settings and performed trial-and-error
heuristics to determine the right grid parameters, in this paper,
we suggest using feature selection to allow the most infor-
mative image regions (or grid cells) to contribute to the face
representation, i.e., those that can best separate face images
that belong to different demographic classes (with respect to
age and gender). This approach further facilitates the integra-
tion of different types of descriptors (e.g., color based, shape
based, texture based, etc.) and allows for more compact repre-
sentations by preventing redundant features from contributing
to the face representation. The approach in [9] also uses fea-
ture selection but in the context of gender recognition only.
They used LBP, intensity histogram and gradient orientation
features while here we added SIFT and color descriptions. We
also used the more challenging Gallagher’s database on which
we performed both gender recognition and age classification.

In section 4, we show that our proposed face representa-
tion approach, combined with an SVM classifier, outperforms
the existing age and gender classification methods on a chal-
lenging database developed by Gallagher et al. [10], by a
decent margin.

The remainder of this paper is organized as follows: in
Section 2, we describe the different steps of the proposed face
representation method. Section 3 describes the learning and
classification modules, and Section 4 presents the implemen-
tation details and experimental results. Finally, we conclude
the paper and discuss some directions for future work in Sec-
tion 5.



2. FACE REPRESENTATION

Unlike the vast majority of the existing methods that use a
single type of descriptor based on a fixed setting (in terms of
grid parameters), in our proposed method, a face image is rep-
resented by a collection of different types of local descriptors
extracted from various regions across the image. This is due
to the fact that each type of visual descriptor only captures
certain information from an image region and can be used to
complement the information captured by another type of de-
scriptor. For example while Local Binary Pattern (LBP) de-
scriptor encodes spatial relations between neighboring pixels
and is useful to describe the texture of an image patch, a Scale
Invariant Feature Transform (SIFT) builds local histograms
of gradient orientations and is best to capture the shape at-
tributes of an image patch. Therefore, extracting SIFT and
LBP descriptors from proper locations in the face image (e.g.,
cheeks for LBP descriptor to distinguish between faces with
and without beard, and nose and mouth for SIFT descriptor to
distinguish between different faces based on the shape char-
acteristics of these facial features) allows the produced face
representations to take advantage of both sources of informa-
tion and provide better distinctiveness for classification and
recognition purposes.

To determine what type of visual descriptors and which
regions in the image are most informative to contribute to the
face representation, we suggest using feature selection (where
a feature is defined as the couple descriptor type and image
region) to choose the optimal set of features from a pool of
candidate features. In the next two sub-sections, we explain
how the pool of candidate features can be generated and how
informative features can be selected, respectively.

2.1. Pool of Candidate Features

To generate the pool of candidate features, for each aligned
face image (based on affine transformation determined from
three facial landmarks, i.e., left eye, right eye and mouth cen-
ter) in the training set, an image pyramid is built and then
different types of visual descriptors are extracted from dense
regular grids (with size and spacing of pixels) over the image
at each level of the pyramid. This results in a large number of
descriptors being extracted from various regions of the face
images. In this paper, we consider three types of features,
each encoding a certain characteristic (e.g., color, shape and
texture) of an image region.

Local Binary Pattern (LBP): LBP [11] is a powerful
texture-encoding descriptor based on occurrence statistics of
a set of local binary patterns. In our implementation, we only
take into account the uniform patterns. A uniform pattern is
a Local Binary Pattern (LBP) with at most two bitwise tran-
sitions (or discontinuities) in the circular presentation of the
pattern. When using a 3 × 3 neighborhood, for example,
only 58 of the 256 total patterns are uniform, which yields

in 59-dimensional image representation (i.e., histogram), one
dimension for each uniform pattern and one dimension for all
the non-uniform patterns.

Scale-Invariant Feature Transform (SIFT): SIFT [12]
is a powerful description method for characterizing image re-
gions, which has been widely used for various computer vi-
sion applications. SIFT produces a 128 dimensional repre-
sentation for each image region using a 3D (2 locations and 1
orientation) histogram of gradient locations and orientations.
The contribution of each pixel to the location and orientation
bins is weighted by its gradient magnitude. The quantization
of gradient locations and orientations makes SIFT descriptors
robust to small geometric distortions and certain illumination
variations.

Color Histogram (CH): Modeling color distribution can
be very useful in characterizing an image or image region.
In our implementation, color distribution is modeled by con-
structing a histogram with 4 bins per color channel, in the
RGB color space. More specifically, the intensity values in
each color channel (i.e., red, green and blue) are mapped into
4 values (e.g., intensity values between 0 and 63 are mapped
to 0, and so on), and then each of the 64 (43) bins stores an
integer counting the number of times that the corresponding
color triplet occurred.

2.2. Feature Selection

For each candidate feature, n, a response vector, rn, is gen-
erated by computing the similarity between different pairs of
training faces, using only the descriptor extracted based on
the specifications of the candidate feature, namely the loca-
tion and the size of a region, and a type of descriptor (e.g.,
LBP, SIFT, or CH)1.

A feature selection method based on [13] is then em-
ployed to choose the most informative features using the
response vectors generated for all candidate features in the
pool. First, a binary variable, fn, is associated to each can-
didate feature, n, by mapping its response vector, rn, to 0 (if
the response is lower than threshold θn) and 1 (if the response
is greater than θn)2 .

Given a collection of binary variable, feature selection
then attempts to select the most appropriate features that to-
gether can best separate the positive training pairs (i.e., pairs
with both face images belonging to the same age or gender
class) from the negative training pairs (i.e., pairs with both
face images belonging to different age or gender class). To
this aim, a binary variable C is generated to represent the
ground-truth classification, where C(I) = 1 if the pair I is
positive, and is 0, otherwise.

1The similarity between two descriptors is computed as the sum of abso-
lute difference, irrespective of the type of the descriptor.

2The threshold θn is determined such that the mutual information be-
tween the resulting binary variable, fn, and the class variable, C, is maxi-
mum.



The discriminative value of each feature is measured by
the amount of mutual information it can deliver about the
class:

I(fn;C) = H(C)−H(C|fn) (1)

In the above equation, I(fn;C) is the mutual information be-
tween binary variable fn and class C, andH denotes entropy.
Feature selection starts by identifying the feature, whose bi-
nary variable generates the highest mutual information score.
It then proceeds by iteratively searching for the next infor-
mative feature, fr, that delivers the maximal amount of addi-
tional information with respect to each of the previously se-
lected features:

fr = arg max
fk∈Kr

min
fj∈Sr

(I(fk, fj ;C)− I(fj ;C)) (2)

Here Kr and Sr are the set of features not yet selected, and
the set of features already selected at iteration r, respectively.

The feature selection process ends when the increment in
mutual information gained by selecting a new feature is less
than a certain threshold, or until the number of selected fea-
tures reaches a certain limit.

3. RECOGNITION AND CLASSIFICATION

The feature selection process provides us with a set of fea-
tures, each representing a certain region in the face image and
specifying a particular descriptor type to be extracted from
that region.

For classification and/or recognition, we use Support Vec-
tor Machines (SVM) [14] with RBF kernels. Given that the
face representations in our proposed methods are comprised
of different types of descriptors, we compute three RBF ker-
nels, one for each descriptor type, normalize them by their
respective means, and linearly combine those using weights
proportional to the frequency of each descriptor types in the
set of selected features.

When the task is to distinguish between more than two
classes (e.g., age group identification), we use SVM with one-
versus-all rule: a classifier is trained to separate each class
from the rest and a test image is assigned to the class whose
classifier returns the highest response.

4. EXPERIMENTS

4.1. Database

Unlike most methods (particularly in the context of gender
recognition) that have been evaluated only on controlled
databases such as FERET [15], we conduct our experi-
ments on a very challenging database with real world im-
ages, namely the Gallagher’s database [10], to ensure that
our proposed system can be generalized well for real world
applications.

Fig. 1. The seven most informative LBP features as selected
by Ullman feature selection technique for gender classifica-
tion.

The Gallagher’s database, which is publicly available, is
composed of 28, 231 faces collected from Flickr images taken
under unconstrained conditions. The faces are labeled based
on their gender and their association to one of 7 age groups
(covering from 0 to +75 years). In our experiments on this
database, we use the folding suggested by Dago-Casas et al.
[16], which employs 14, 760 of the higher resolution faces
and distribute them into 5 folds, with equal number of males
and females in each fold. Following the experimental proto-
col suggested in [8], images of 4 folds are used to train the
models, and images of the remaining fold are used to test the
trained models. The experiment is repeated five times, each
time with a different fold to be used for testing, and the final
result is reported as the mean of the performances obtained in
individual runs.

While we use the same experimental procedure for age
classification and gender recognition, for age classification,
we randomly remove a subset of the face images in the train-
ing set that belong to more frequent age groups, to ensure
equal number of training images for different age classes.

4.2. Results

In this experiment, results using gender and age recognition
based on three different types of descriptors have been gath-
ered. We extracted texture, shape and color features in dif-
ferent spatial scales for each image in Gallagher’s dataset and
then concatenated them into a single feature vector. Then we
select the most 200 informative feature bins among all result-
ing vectors. As an example, Figure 1 illustrates the most in-
formative LBP features for the case of gender classification.
Applying SVM with RBF kernel to the database representing
selected feature vectors, outperforms [8] in terms of accuracy.

Table 4.2 shows comparative age and gender recognition
results with different methods tested on Gallagher’s dataset.
The results are averaged over 5 folds of each method for both
gender and age recognition rate in percentage. Each fold con-
tains 2952 persons images under various changes of illumina-
tion, camera pose and quality. Each method uses 200 feature
bins with most discriminative power selected from different



Table 1. Comparative results of the gender and age recognition systems on Gallagher’s dataset.

Method gender recognition age recognition
accuracy feature bins accuracy feature bins

LBP 90.43 200 55.88 200
CH 82.82 200 42.30 200

SIFT 89.61 200 54.18 200
LBP+CH+SIFT 91.59 130 LBP 15 CH 55 SIFT 63.01 110 LBP 35 CH 55 SIFT
Pixels+PCA [8] 80.11 Not reported N/A N/A

Gabor Jets+PCA [8] 86.61 Not reported N/A N/A
LBPs+PCA [8] 86.69 Not reported N/A N/A

region sizes.
As shown in Table 4.2, the gender recognition rate

reached 91.59% by using 130 LBP, 55 SIFT, and 15 CH
bins. Similarly, the number of features that are selected in
age recognition are 110, 55, and 35 for uniform LBP, SIFT
and CH respectively. As a consequence, the combination
of uniform LBP with SIFT and Color histogram shows the
saliency of texture over shape and color information. Adding
shape and color information to the texture descriptor im-
proves the recognition rate by 1.16% with respect to pure
LBP.

Table 2. Confusion matrix for five age classes(numbers are
normalized).
XXXXXXXXXXActual

Prediction
(0-12) (13-19) (20-36) (37-65) (66+)

(0-12) 84.5187 10.4980 2.5590 1.4549 0.9694
(13-19) 13.1562 54.4231 23.8387 6.8705 1.7116
(20-36) 3.5302 25.8553 46.4744 19.6832 4.4569
(37-65) 1.8250 9.5284 21.0849 44.3041 23.2575
(66+) 0.5023 1.5804 2.1552 10.4260 85.3361

Table 4.2 presents the confusion matrix for five age classes
with the method based on combination of LBP, CH and SIFT
features. As expected, most of the confusion occurs between
adjacent classes. For instance, it is clear from the fifth row of
Table 4.2 that mature adults are often misclassified as young
adult or senior classes, which is a commonly made mistake.

5. CONCLUSIONS

In this paper we presented a novel gender and age classifica-
tion method, that unlike the vast majority of the existing so-
lutions that focus on a single visual descriptor (and therefore
limiting the face representations by encoding only a certain
characteristic of the image regions, such as, shape, or texture,
or color), facilitates the integration of multiple feature types
and allows for taking advantage of various sources of visual
information. The proposed method, based on the selection

of informative features, only allows the regions that can best
separate face images of different demographic classes (with
respect to age and gender) to contribute to the face represen-
tations, which in turn, improves the classification and recog-
nition accuracies. A set of experiments conducted on the
challenging Gallagher’s database validated the effectiveness
of our proposed solution in accurately classifying the age and
gender of face images taken under unconstrained conditions.

As a potential future direction, we plan to explore the pos-
sibility of using a multi-class (versus binary) feature selection
method to study its impact on improving the age classifica-
tion accuracy. We further plan to build a database from im-
ages of people captured in real-world scenarios (e.g., images
from people watching a public TV display), to generalize our
method for real-world applications. By integrating the pro-
posed age and gender classifier with a reliable tracker (e.g.
[17]) and, possibly, a face quality assessment measure (e.g.
[18]), a real-time demographics visual system can be built.
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